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IDENTIFYING WORKS, USING A
SUB-LINEAR TIME SEARCH, SUCH AS AN
APPROXIMATE NEAREST NEIGHBOR
SEARCH, FOR INITIATING A WORK-BASED
ACTION, SUCH AS AN ACTION ON THE
INTERNET

§0. RELATED APPLICATIONS

The present application is a continuation of U.S. patent
application Ser. No. 11/445,928 (incorporated herein by ref-
erence), titled “USING FEATURES EXTRACTED FROM
AN AUDIO AND/OR VIDEO WORK TO OBTAIN INFOR-
MATION ABOUT THE WORK,” filed on Jun. 2, 2006, and
listing Ingemar J. Cox as the inventor, which is a continua-
tion-in-part of U.S. patent application Ser. No. 09/950,972
(incorporated herein by reference, issued as U.S. Pat. No.
7,058,223 on Jun. 6, 2006), titled “TDENTIFYING WORKS
FOR INITIATING A WORK-BASED ACTION, SUCH AS
AN ACTION ON THE INTERNET,” filed on Sep. 13, 2001,
now U.S. Pat. No. 7,058,223 and listing Ingemar J. Cox as the
inventor, which application claims benefit to the filing date of
provisional patent application Ser. No. 60/232,618 (incorpo-
rated herein by reference), titled “Identifying and linking
television, audio, print and other media to the Internet”, filed
on Sep. 14, 2000 and listing Ingemar J. Cox as the inventor.

§1. BACKGROUND OF THE INVENTION

§1.1 Field of the Invention

The present invention concerns linking traditional mediato
new interactive media, such as that provided over the Internet
for example. In particular, the present invention concerns
identifying a work (e.g., content or an advertisement deliv-
ered via print media, or via a radio or television broadcast)
without the need to modify the work.

§1.2 Related Art

§1.2.1 Opportunities Arising from Linking Works Deliv-
ered Via Some Traditional Media Channel or Conduit to a
More Interactive System

The rapid adoption of the Internet and associated World
Wide Web has recently spurred interest in linking works,
delivered via traditional media channels or conduits, to a
more interactive system, such as the Internet for example.
Basically, such linking can be used to (a) promote commerce,
such as e-commerce, and/or (b) enhance interest in the work
itself by facilitating audience interaction or participation.
Commerce opportunities include, for example, facilitating
the placement of direct orders for products, providing product
coupons, providing further information related to a product,
product placement, etc.

In the context of e-commerce, viewers could request dis-
count vouchers or coupons for viewed products that are
redeemable at the point of purchase. E-commerce applica-
tions also extend beyond advertisements. It is now common
for television shows to include product placements. For
example, an actor might drink a Coke rather than a Pepsi
brand of soda, actors and actresses might wear designer-
labeled clothing such as Calvin Klein, etc. Viewers may wish
to purchase similar clothing but may not necessarily be able to
identify the designer or the particular style directly from the
show. However, with an interactive capability, viewers would
be able to discover this and other information by going to an
associated Web site. The link to this Web site can be auto-
matically enabled using the invention described herein.

In the context of facilitating audience interaction or par-
ticipation, there is much interest in the convergence of tele-
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vision and computers. Convergence encompasses a very wide
range of capabilities. Although a significant effort is being
directed to video-on-demand applications, in which thereis a
unique video stream for each user of the service, as well as to
transmitting video signals over the Internet, there is also
interest in enhancing the television viewing experience. To
this end, there have been a number of experiments with inter-
active television in which viewers can participate in a live
broadcast. There are a variety of ways in which viewers can
participate. For example, during game shows, users can
answer the questions and their scores can be tabulated. In
recent reality-based programming such as the ABC television
game show, “Big Brother”, viewers can vote on contestants
who must leave the show, and be eliminated from the com-
petition.

§1.2.2 Embedding Work Identifying Code or Signals
Within Works

Known techniques of linking works delivered via tradi-
tional media channels to a more interactive system typically
require some type of code, used to identify the work, to be
inserted into the work before it is delivered via such tradi-
tional media channels. Some examples of such inserted code
include (i) signals inserted into the vertical blanking interval
(“VBI”) lines of a (e.g., NTSC) television signal, (ii) water-
marks embedded into images, (iii) bar codes imposed on
images, and (iv) tones embedded into music.

The common technical theme of these proposed imple-
mentations is the insertion of visible or invisible signals into
the media that can be decoded by a computer. These signals
can contain a variety of information. In its most direct form,
the signal may directly encode the URL of the associated Web
site. However, since the alphanumeric string has variable
length and is not a particularly efficient coding, it is more
common to encode a unique ID. The computer then accesses
a database, which is usually proprietary, and matches the ID
with the associated web address. This database can be con-
sidered a form of domain name server, similar to those
already deployed for network addresses. However, in this
case, the domain name server is proprietary and the addresses
are unique ID’s.

There are two principal advantages to encoding a propri-
etary identifier into content. First, as previously mentioned, it
is a more efficient use of the available bandwidth and second,
by directing all traffic to a single Web site that contains the
database, a company can maintain control over the technol-
ogy and gather useful statistics that may then be sold to
advertisers and publishers.

As an example of inserting signals into the vertical blank-
ing interval lines of a television signal, RespondTV of San
Francisco, Calif. embeds identification information into the
vertical blanking interval of the television signal. The VBI is
part of the analog video broadcast that is not visible to tele-
vision viewers. For digital television, it may be possible to
encode the information in, for example, the motion picture
experts group (“MPEG”) header. In the USA, the vertical
blanking interval is currently used to transmit close-caption-
ing information as well as other information, while in the UK,
the VBI is used to transmit teletext information. Although the
close captioning information is guaranteed to be transmitted
into the home in America, unfortunately, other information is
not. This is because ownership of the vertical blanking inter-
val is disputed by content owners, broadcasters and local
television operators.

As an example of embedding watermarks into images,
Digimarc of Tualatin, Oreg. embeds watermarks in print
media. Invisible watermarks are newer than VBI insertion,
and have the advantage of being independent of the method of
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broadcast. Thus, once the information is embedded, it should
remain readable whether the video is transmitted in NTSC,
PAL or SECAM analog formats or newer digital formats. It
should be more reliable than using the vertical blanking inter-
val in television applications. Unfortunately, however, water-
marks still require modification of the broadcast signal which
is problematic for a number of economic, logistical, legal
(permission to alter the content is needed) and quality control
(the content may be degraded by the addition of a watermark)
reasons.

As an example of imposing bar codes on images, print
advertisers are currently testing a technology that allows an
advertisement to be shown to a camera, scanner or bar code
reader that is connected to a personal computer (“PC”). The
captured image is then analyzed to determine an associated
Web site that the PC’s browser then accesses. For example,
GoCode of Draper, Utah embeds small two-dimensional bar
codes for print advertisements. The latter signal is read by
inexpensive barcode readers that can be connected to a PC.
AirClic of Blue Bell, Pa. provides a combination of barcode
and wireless communication to enable wireless shopping
through print media. A so-called “CueCat” reads bar codes
printed in conjunction with advertisements and articles in
Forbes magazine. Similar capabilities are being tested for
television and audio media.

Machine-readable bar codes are one example of a visible
signal. The advantage of this technology is that it is very
mature. However, the fact that the signal is visible is often
considered a disadvantage since it may detract from the aes-
thetic of the work delivered via a traditional media channel or
conduit.

As an example of embedding tones into music, Digital
Convergence of Dallas, Tex. proposes to embed identification
codes into audible music tones broadcast with television sig-
nals.

All the foregoing techniques of inserting code into a work
can be categorized as active techniques in that they must alter
the existing signal, whether it is music, print, television or
other media, such that an identification code is also present.
There are several disadvantages that active systems share.
First, there are aesthetic or fidelity issues associated with bar
codes, audible tones and watermarks. More importantly, all
media must be processed, before it is delivered to the end user,
to contain these active signals. Even if a system is enthusias-
tically adopted, the logistics involved with inserting bar codes
or watermarks into, say every printed advertisement, are for-
midable.

Further, even if the rate of adoption is very rapid, it never-
theless remains true that during the early deployment of the
system, most works will not be tagged. Thus, consumers that
are early-adopters will find that most media is not identified.
At best, this is frustrating. At worst, the naive user may
conclude that the system is not reliable or does not work at all.
This erroneous conclusion might have a very adverse effect
on the adoption rate.

Further, not only must there be modification to the produc-
tion process, but modifications must also be made to the
equipment in a user’s home. Again, using the example of
watermarking of print media, a PC must be fitted with a
camera and watermark detection software must be installed.
In the case of television, the detection of the identification
signal is likely to occur at the set-top-box—this is the equip-
ment provided by the local cable television or satellite broad-
casting company. In many cases, this may require modifica-
tions to the hardware, which is likely to be prohibitively
expensive. For example, the audible tone used by Digital
Convergence to recognize television content, must be fed
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directly into a sound card in a PC. This requires a physical
connection between the television and the PC, which may be
expensive or at least inconvenient, and a sound card may have
to be purchased.

§1.2.3 Unmet Needs

In view of the foregoing disadvantages of inserting an
identification code into a work, thereby altering the existing
signal, there is a need for techniques of identifying a work
without the need of inserting an identification code into a
work. Such an identification code can then be used to invoke
a work-related action, such as work-related commerce meth-
ods and/or to increase audience interest by facilitating audi-
ence interaction and/or participation.

§2. SUMMARY OF THE INVENTION

Some embodiments consistent with the present invention
provide a computer-implemented method, apparatus, or com-
puter-executable programs for linking a media work to an
action. Such embodiments might (a) extract features from the
media work, (b) determine an identification of the media
work based on the features extracted using a sub-linear time
search, such as an approximate nearest neighbor search for
example, and (c) determine an action based on the identifica-
tion of the media work determined. In some embodiments
consistent with the present invention, the media work is an
audio signal. The audio signal might be obtained from a
broadcast, or an audio file format. In other embodiments
consistent with the present invention, the media work is a
video signal. The video signal might be obtained from a
broadcast, or a video file format.

In some of the embodiments pertaining to audio files, the
audio file might be an mp3 file or some other digital repre-
sentation of an audio signal. The information might include a
song title, an album title, and/or a performer name.

In some of the embodiments pertaining to video files, the
video file might be an MPEG file or some other digital rep-
resentation of a video signal. The video file might be a video
work, and the information might include a title of the video
work, a director of the video work, and names of performers
in the video work.

§3. BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a process bubble diagram of operations that may
be performed in accordance with one version of the present
invention, in which intra-work information is used to identify
the work.

FIG. 2 is ablock diagram illustrating a first embodiment of
the present invention, in which intra-work information is used
to identify the work.

FIG. 3 is ablock diagram illustrating a second embodiment
of the present invention, in which intra-work information is
used to identify the work.

FIG. 4is ablock diagramillustrating a third embodiment of
the present invention, in which intra-work information is used
to identify the work.

FIG. 5 is a process bubble diagram of operations that may
be performed in accordance with another version of the
present invention, in which extra-work information is used to
identify the work.

FIG. 6 is a block diagram illustrating a fourth embodiment
of the present invention, in which extra-work information is
used to identify the work.

FIG. 7 is a block diagram illustrating a fifth embodiment of
the present invention, in which extra-work information is
used to identify the work.
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FIG. 8 is a block diagram illustrating an environment in
which the present invention may operate.

FIG. 9 is an exemplary data structure in which extra-work
information is associated with a work identifier.

FIG. 10 is an exemplary data structure including work-
related actions.

§4. DETAILED DESCRIPTION

The present invention may involve novel methods, appa-
ratus and data structures for identifying works without the
need of embedding signals therein. Once identified, such
information can be used to determine a work-related action.
The following description is presented to enable one skilled in
the art to make and use the invention, and is provided in the
context of particular embodiments and methods. Various
modifications to the disclosed embodiments and methods will
be apparent to those skilled in the art, and the general prin-
ciples set forth below may be applied to other embodiments,
methods and applications. Thus, the present invention is not
intended to be limited to the embodiments and methods
shown and the inventors regard their invention as the follow-
ing disclosed methods, apparatus, data structures and any
other patentable subject matter to the extent that they are
patentable.

§4.1 FUNCTIONS

The present invention functions to identify a work without
the need of inserting an identification code into a work. The
present invention may do so by (i) extracting features from the
work to define a feature vector, and (ii) comparing the feature
vector to feature vectors associated with identified works.
Alternatively, or in addition, the present invention may do so
by (i) accepting extra-work information, such as the time of a
query or of a rendering of the work, the geographic location at
which the work is rendered, and the station that the audience
member has selected, and (ii) use such extra-work informa-
tion to lookup an identification of the work. In either case, an
identification code may be used to identity the work.

The present invention may then function to use such an
identification code to initiate a work-related action, such as
for work-related commerce methods and/or to increase audi-
ence interest by facilitating audience interaction and/or par-
ticipation.

§4.2 EMBODIMENTS

Asjustintroduced in §4.1 above, the present invention may
use intra-work information and/or extra-work information to
identify a work. Once identified, such identification can be
used to initiate an action, such as an action related to com-
merce, or facilitating audience participation or interaction.
Exemplary embodiments of the present invention, in which
work is recognized or identified based on intra-work infor-
mation, are described in §4.2.1. Then, exemplary embodi-
ments of the present invention, in which work is recognized or
identified based on extra-work information, are described in
§4.2.2.

§4.2.1 Embodiments in Which Work is Recognized
Based on Intra-Work Information

Such as a Feature Vector
Operations related to this embodiment are described in

§4.2.1.1 below. Then, various architectures which may be
used to effect such operations are described in §4.2.1.2.
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§4.2.1.1 Operations and Exemplary Methods and
Techniques for Effecting Such Operations

FIG. 1 is a process bubble diagram of operations that may
be performed in accordance with one version of the present
invention, in which intra-work information is used to identify
the work. As shown, a work-identification information stor-
age 110 may include a number of items or records 112. Each
item or record 112 may associate a feature vector of a work
114 with a, preferably unique, work identifier 116. The work-
identification information storage 110 may be generated by a
database generation operation(s) 120 which may, in turn, use
a feature extraction operation(s) 122 to extract features from
a work at a first time (WORKg,,,), as well as a feature-to-
work identification tagging operation(s) 124.

Further, work identifier-action information storage 130
may include a number of items or records 132. Each item or
record 132 may associate a, preferably unique, work identi-
fier 134 with associated information 136, such as an action for
example. The work identifier-action information storage 130
may be generated by a database generation operation(s) 138
which may, for example, accept manual entries.

As can be appreciated from the foregoing, the work-infor-
mation storage 110 records 112 and the work identification-
action 130 records 132 can be combined into a single record.
That is, there need not be two databases. A single database is
also possible in which the work identifier, or a feature vector
extracted from the work, serves as a key and the associated
field contains work-related information, such as a URL for
example.

The feature extraction operation(s) 140 can accept a work,
such as that being rendered by a user, at a second time
(WORKg,,), and extract features from that work. The
extracted features may be used to define a so-called feature
vector.

The extracted features, e.g., as a feature vector, can be used
by a feature (vector) lookup operation(s) 150 to search for a
matching feature vector 114. If a match, or a match within a
predetermined threshold is determined, then the associated
work identifier 116 is read.

The read work identifier can then be used by a work-
associated information lookup operation(s) 160 to retrieve
associated information, such as an action, 136 associated with
the work identifier. Such information 136 can then be passed
to action initiation operation(s) 170 which can perform some
action based on the associated information 136.

§4.2.1.1.1 Exemplary Techniques for Feature
Extraction

When the user initiates a request, the specific television or
radio broadcast or printed commercial, each of which is
referred to as a work, is first passed to the feature extraction
operation. The work may be an image, an audio file or some
portion of an audio signal or may be one or more frames or
fields of a video signal, or a multimedia signal. The purpose of
the feature extraction operation is to derive a compact repre-
sentation of the work that can subsequently be used for the
purpose of recognition. In the case of images and video, this
feature vector might be a pseudo-random sample of pixels
from the frame or a low-resolution copy of the frame or the
average intensities of nxn blocks of pixels. It might also be a
frequency-based decomposition of the signal, such as pro-
duced by the Fourier, wavelet and or discrete cosine trans-
forms. It might involve principal component analysis. It
might also be a combination of these. For television and audio
signals, recognition might also rely on a temporal sequence of
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feature vectors. The recognition literature contains many dif-
ferent representations. For block-based methods, blocks may
be accessed at pseudo-random locations in each frame or
might have a specific structure. For audio, common feature
vectors are based on Fourier frequency decompositions, but
other representations are possible. See, e.g.,R. O. Dudaand P.
E. Hart, Pattern Classification and Scene Analysis (Wiley-
Interscience, New York, 1973). See also K. Fukunaga, /ntro-
duction to Statistical Pattern Recognition, 2nd Ed. (Aca-
demic Press, New York, 1990). (These references are
incorporated herein by reference.)

As previously stated, one object of the vector extraction
stage is to obtain a more concise representation of the frame.
For example, each video frame is initially composed of 480x
720 pixels which is equivalent to 345,600 pixels or 691,200
bytes. In comparison, an exemplary feature vector might only
consist of 1 Kbyte of data.

A second purpose of the feature extraction process is to
acquire a representation that is robust or invariant to possible
noise or distortions that a signal might experience. For
example, frames of a television broadcast may experience a
small amount of jitter, i.e., horizontal and or vertical transla-
tion, or may undergo lossy compression such as by MPEG-2.
It is advantageous that these and other processes do not
adversely affect the extracted vectors. For still images there
has been considerable work on determining image properties
that are invariant to affine and other geometric distortions. For
example, the use of Radon and Fourier-Mellin transforms
have been proposed for robustness against rotation, scale and
translation, since these transforms are either invariant or bare
a simple relation to the geometric distortions. See, e.g., C.
Lin, M. Wu, Y. M. Lui, J. A. Bloom, M. L. Miller, 1. J. Cox,
“Rotation, Scale, and Translation Resilient Public Water-
marking for Images,” IEEE Transactions on Image Process-
ing (2001). See also, U.S. Pat. Nos. 5,436,653, 5,504,518,
5,582,246, 5,612,729, and 5,621,454. (Each of these refer-
ences is incorporated herein by reference.)

§4.2.1.1.2 Exemplary Techniques for Database
Generation and Maintenance

A number of possibilities exist for generating and main-
taining work identification (WID) and identification-action
translation (WIDAT) databases. However, in all cases, works
of interest are processed to extract a representative feature
vector and this feature vector is assigned a unique identifier.
This unique identifier is then entered into the work identifi-
cation (WID) database 110 as well as into the WIDAT data-
base 130 together with all the necessary associated data. This
process is referred to as tagging. For example, in the case of an
advertisement, the WIDAT database 130 might include the
manufacturer (Ford), the product name (Taurus), a product
category (automotive) and the URL associated with the Ford
Taurus car together with the instruction to translate the query
into the associated URL.

The determination of all works of interest and subsequent
feature vector extraction and tagging depends on whether
content owners are actively collaborating with the entity
responsible for creating and maintaining the database. If there
is no collaboration, then the database entity must collect all
works of interest and process and tag them. While this is a
significant effort, it is not overwhelming and is certainly
commercially feasible. For example, competitive market
research firms routinely tabulate all advertisements appearing
in a very wide variety of print media. Newspapers and maga-
zines can be scanned in and software algorithms can be
applied to the images to identify likely advertisements. These
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possible advertisements can then be compared with adver-
tisements already in the WID database 110. If there is a match,
nothing further need be done. If there is not a match, the
image can be sent to a human to determine if the page does
indeed contain an advertisement. If so, the operator can
instruct the computer to extract the representative feature
vector and assign it a unique identifier. Then, the operator can
insert this information into the content identification database
and as well as update the corresponding WIDAT database 130
with all the necessary associated data. This is continually
performed as new magazines and papers include new adver-
tisements to maintain the databases. This is a cost to the
database entity. Television and radio broadcasts can also be
monitored and, in fact, broadcast monitoring is currently
performed by companies such as Nielsen Media research and
Competitive Media Reporting. Television and radio broad-
casts differ from print media in the real-time nature of the
signals and the consequent desire for real-time recognition.
In many cases, advertisers, publishers and broadcasters
may wish to collaborate with the database provider. In this
case, feature extraction and annotation and/or extra-work
information may be performed by the advertiser, advertise-
ment agency, network and/or broadcaster and this informa-
tion sent to the database provider to update the database.
Clearly, this arrangement is preferable from the database
provider’s perspective. However, it is not essential.

§4.2.1.1.3. Exemplary Techniques for Matching
Extracted Features with Database Entries

The extracted feature vector is then passed to a recognition
(e.g., feature look-up) operation, during which, the vector is
compared to entries of known vectors 114 in a content iden-
tification (WID) database 110. It is important to realize that
the matching of extracted and known vectors is not equivalent
to looking up a word in an electronic dictionary. Since the
extracted vectors contain noise or distortions, binary search
might not be possible. Instead, a statistical comparison is
often made between an extracted vector and each stored vec-
tor. Common statistical measures include linear correlation
and related measures such as correlation coefficient, but other
methods can also be used including mutual information,
Euclidean distance and Lp-norms. These measures provide a
statistical measure of the confidence of the match. A threshold
can be established, usually based on the required false posi-
tive and false negative rates, such that if the correlation output
exceeds this threshold, then the extracted and known vectors
are said to match. See, e.g., R. O. Duda and P. E. Hart, Pattern
Classification and Scene Analysis (Wiley-Interscience, New
York, 1973). See also, U.S. Pat. No. 3,919,474 by W. D.
Moon, R. J. Weiner, R. A. Hansen and R. N. Linde, entitled
“Broadcast Signal Identification System”. (Each of these ref-
erences is incorporated herein by reference.)

Ifbinary search was possible, then a database containing N
vectors would require at most log(N) comparisons. Unfortu-
nately, binary search is not possible when taking a noisy
signal and trying to find the most similar reference signal.
This problem is one of nearest neighbor search in a (high-
dimensional) feature space. In previous work, it was not
uncommon to perform a linear search of all N entries, perhaps
halting the search when the first match is found. On average,
this will require N/2 comparisons. If N is large, this search can
be computationally very expensive.

Other forms of matching include those based on clustering,
kd-trees, vantage point trees and excluded middle vantage
point forests are possible and will be discussed in more detail
later. See, e.g., P. N. Yianilos “Excluded Middle Vantage






