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ABSTRACT:. Traumatic brain injuries (TBIs) present significant challenges in diagnosis and treatment due to their complex and heterogeneous nature. Limited
methodologies for studying TBI hinder our comprehensive understanding of injury progression and development of treatments. Extracellular vesicles (EVS)
secreted by cells hold promise as diagnostic biomarkers for TBI because their cargo contents can reflect the state of the tissue they are from?4. Here we 1) use an
established in vitro 3D brain model of TBI® to characterize differences in EVs and their microRNA content after injury, and 2) integrate this model into Draper’s

multi-organ system (MOS) platform, as a step towards creating a neurovascular unit model to study injured brain tissue and EVs

under fluid flow conditions. Initial

findings indicate distinct microRNA alterations in EVs following tissue injury, and that the MOS platform supports robust neuron cultures for further investigation.

INTRODUCTION

RESULTS

DISCUSSION

Background:

Traumatic brain injury (TBI) leads to high rates of dysfunction as well as
mortality and there are no effective therapeutics to ameliorate the effects!?.
Current diagnostic and prognostic tools struggle to capture the diverse nature
and progression of TBI, complicating the development of new treatment
strategies. Extracellular vesicles (EVs) play a key role in neurodevelopment and
brain function, and their packaged contents make them potential biomarkers for
TBI%. However, methods to study TBI are limited by low throughput animal
models, and clinical samples that are difficult to obtain. This research focuses
on studying EVs in an in vitro TBI model3, and integrating the model into
Draper’s multi-organ system (MOS) platform.This work aims to improve the
precision of TBI diagnostics and identify targets for future therapeutics.

Objective:
1) Isolate and characterize EVs from an in vitro 3D brain tissue model of TBI to
better understand underlying pathways associated with injury progression

2) Integrate 3D brain tissue model into Draper’s MOS system to create an
advanced screening platform to evaluate neurological injury

METHODS

3D scaffolds are fabricated using silk biomaterial, and neural cultures are
created following previously established protocols by the Kaplan Lab34°.

Injury Model and EV Analysis:

Culture neural cells and mature model

Injure tissue to simulate TBI (controlled cortical impact (CCl))
Collect neural cell culture supernatant post-injury

Isolation of EVs

Characterization of size, protein expression, and microRNA content
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Figure 1. TBI model establishment and EV analysis workflow.

Platform Integration:

1. Silk scaffolds are trimmed and shaped
with 3D printed molds

2. Scaffolds are seeded with neural stem
cells and inserted into MOS plate

3. Cultures are monitored for proper
growth and differentiation

4. Well adapters can be used to quickly
transfer scaffolds into and out of
platform for interrogation

Tufts

Figure 2. A) Silk scaffold encased in

C) Top and bottom view of MOS plate with
inserted scaffold.

collagen. B) Example well adapter designs.

Neuronal networks are lost post tissue injury
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Figure 3. CCI leads to the destruction of neuronal networks indicated by white arrows. Representative confocal
microscopy 10x magnification immunofluorescence images of Sham (not injured control) and CCI treatments over
time. Neurons networks are stained with beta-Ill tubulin (TUJ1). Scale bar = 100 pm.

EVs from TBI model can be isolated and characterized
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Figure 4. EVs isolated from 3D cultures with precipitation (precip) or size exclusion chromatography (SEC) methods.
A) EV size (nm) plotted against concentration as measured by nanoparticle tracking analysis (ZetaView). B) Western
blot for EV markers CD63 and TSG101 show positive staining in monocultures (N) and tricultures (NAM) and are
negative in plain media controls. C) SEM imaging shows round patrticles near 200 nm in size.
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Figure 5. miRNA-sequencing show differential expression over time post-CCI. A) Total number of significantly
upregulated (red) or downregulated (blue) miRNA across 3 timepoints in neuron monocultures. FDR adjusted p-
value < 0.05, fold change +/- 1.5x. B) Heat map of 48h timepoint of differentially expressed miRNA. C) Volcano
plot of 48h timepoint, with commonly differentially expressed miRNA from all timepoints labeled.

Platform Integration: Neural stem cells remain viable and
mature into neurons in MOS system
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Figure 6. A) Full system set up including both the MOS plate and pump. B) Calcein AM / PI live dead staining
show live cells and development of neuronal networks over time. C) AlamarBlue cell viability assay shows stable
culture viability for 6 weeks in both tissues seeded into the system (+Flow) and to static controls.
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mm Functions / Brain involvement

Molecular and Cellular
Functions

Diseases & Disorders

miR-490-3p Up May be involved in progression of glioma
Cancer+ Cell Death miR-767-5p Up Found in plasma EVs collected from patients with neurodegenerative diseases
d Survival |
Neurological_ and sHnive miR-204-5p Up May ameliorate neurological injury via the EphA4/ PI3K/AKT signaling pathway, may activate

Disease Cellular |_.,e\‘,elopmem_ cleaved caspase 3
Organismal Injury | miR-138-2- Up High conserved and expressed in brain, overexpression may lead to Ab expression
and Abnormalities Cellular Growth |

and Proliferation 3p
Gast testinal . . . . .

Disease - Cellular Mwemem_ miR-138-5p Up May modulate glioma cell growth by suppressing Akt / mTOR signaling pathway

Endocrine System miR-137-3p Up Important in neural development, downregulate oxidative stress, enriched in serum of TBI
Disorders- Gene Expression= patients
0O 20 40 60 80 100 miR-95-3p Up Increased in children experiencing persistent post concussion symptoms in saliva
logio(p-value) -logg(p-value) miR-139-3p Up May be a negative regulator for NSC proliferation and neuronal

Figure 7. Top diseases and disorders, and molecular and cellular functions associated with the common
differentially expressed miRNA found using Ingenuity Pathway Analysis. Table describes various functions and
associations of the miRNA in the brain that have been reported in the literature.

EV characterization: miRNA from isolated EVs may show differences in expression
after CCIl. Pathway analysis of these mIRNA are associated with cell injury and
pathways of cell survival and apoptosis. Further validation of the mRNA targets is
needed to better understand interactions.

Platform Integration: Neurons remain viable in the system over time, but additional
cell types need to be incorporated to establish a blood-brain-barrier. Fluid flow will
need to be tested to study the effect of different flow rates on tissue growth and
viability. The tissue also needs to be injured or challenged in the system.
Development of additional sensors, such as for continuous glutamate monitoring
may help better characterize injury.

CONCLUSIONS

TBI presents a significant challenge in both clinical management and
research due to its complexity and the limited study tools available. To
address these challenges, we use a 3D brain tissue model to study TBI
and analyze the secreted EVs to gain a deeper understanding of the
underlying pathways associated with the progression of this disease.
Additionally, integration of the model into Draper’s MOS platform will allow
for increased tissue complexity, and screening of additional injury
mechanisms (ex. Blast). Findings may improve the precision of our
diagnostic capabilities and identify targets for future therapeutics.

Next Steps:

«  miRNA pathway analysis  Correlate findings with in vivo
. RNA-sequencing and clinical data

«  PCR validation  BBB model integration
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ABSTRACT: Accurate shape characterization is vital to robust navigation efforts in the proximity of asteroids. Currently, a method known as stereo
photoclinometry (SPC) is used to derive an accurate shape models from optical images but at a high computational cost. \We propose a computationally efficient
algorithm called stereo thermoclinometry (STC) to derive accurate shape models of asteroids using infrared (IR) images. The algorithm uses IR images to first
derive the surface orientations of an asteroid which are subsequently used to derive the shape vertices using a numerical optimization algorithm. This work

showcases a simplified demonstration of the proposed algorithm, using a spherical asteroid with a single crater.

The resultant shape model showed

approximately an 80% reduction in errors (on average) compared with the initial shape model. The resultant surface orientations of the crater rim are worse than
the bottom of the crater. Due to these orientation errors, some artifacts are present in the resultant shape vertices.

RESULTS

INTRODUCTION

 Accurate asteroid shapes are necessary to ensure
successful operations in the vicinity of asteroids
» These models are vital to robust navigation efforts
and are useful scientific data products
« Currently, a method known a stereo photoclinometry
(SPC1) is extensively used to estimate asteroids shapes from
spacecraft imagery?3
= While this method produces accurate shapes, it is
computationally expensive and requires human-in-
the-loop processing and thus not autonomous
* We propose Stereo Thermoclinometry (STC) in which
infrared (IR) images are used to infer the shape of an
asteroid
* This method is designed to be computationally
efficient with the intent to drive towards autonomous
on-board usage

STC METHOD

« The method uses a thermo-physical model* (TPM) to predict
temperatures on an initial shape model (with vertices v and
facets F) of an asteroid

» Using the predicted sub-surface temperatures T, (from the
TPM) and measured surface temperatures T, (from IR

images), the surface orientations 7, ; for each facet F of the
shape model are estimated (“clinometry”)
= 7, can be derived from T, Tsurf,» SUN direction, and

thermal properties
* Atrust-region optimization algorithm is used to find vertices
v* corresponding to these estimated facet orientations 7,
 The updated vertices v* and facets F can be used to re-predict
temperatures using the TPM
= When the residual between the measured T, and

predicted Tsurf surface temperatures is less than a
defined threshold ¢, convergence is achieved

A sphere of radius 250 m with a crater of 25 m depth is the
true shape model (Figure 2)
= A perfect sphere of the same radius is used as the
initial shape model (left plot in Figure 4)
A TPM# is used to simulate both the predicted (Ty; and Ty, ¢)

and measured temperatures T;,,,.r using the initial and true

shape models respectively
= Gaussian measurement noise with a o of 1 K is added
to the measured temperatures T, (shown in Figure 2)

/3 images are taken over one spin period of the asteroid
(~7.3hrs). One image approximately every 6 min
One iteration of the STC method (Figure 1) is applied to
derive an improved shape model
Errors in estimated surface orientations n,.; for the crater
facets are shown in Figure 3
= Mean error for the crater bottom facets is 1.5 deg
= Mean error for the crater rim facets is 23.6 deg
Vertices v* corresponding to these estimated orientations n;
are derived using a trust-region optimization method. This
shape model along with the initial shape model are shown in
the right and left plots of Figure 4. This figure shows the error
In each shape model vertex compared to its closest vertex In
the reference/true shape model
» The estimated vertices v* (right plot of Figure 4) have a
mean error of 0.821 m, median error of -1.93 m, and
standard-deviation of 6.41 m
= A comparison of the initial and optimized vertex errors is
shown in the box-plot in Figure 5
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ISCUSSION

The resultant shape model is an improvement (80%
reduction in error on average) compared to the initial shape
model albeit with some artifacts (as shown by the boxplot in
Figure 5)
= The initial errors range between 15 m and 25 m
= The final errors range between -5 m and 5 m
= There is one outlier with 25 m error which
corresponds to the protruding vertex in the right plot of
Figure 4
Surface orientation estimates n, ; are significantly affected
by errors in predicted sub-surface temperatures T;. (as
shown in Figure 3)
= T, for the crater bottom are well predicted and hence
those n,,; are estimated well (with errors <3.2 deg)
= T, for the crater rim are not well predicted and hence
those n, ; are correspondingly poor (with errors
approximately 23 deg)
Due to the higher error in the crater rim facets orientations,
the resultant vertices exhibit some artifacts (Figure 4)
= Some vertices are outside of the visual hull (protruding
vertex in the right plot)
= Some facets of the resultant shape model intersect
other facets
= The crater depth is not accurately captured (~5 m error)

CONCLUSIONS

R

3.

4.

Demonstrated STC: a computationally efficient method of
asteroid shape characterization
Resultant shape model is an improvement over the initial
model albeit with some artifacts
Future work aims to alleviate these artifacts using one or more
of the following techniques (the first two show good initial
results):
= Constraint the vertices to prevent them from going
outside of the visual hull
= Enforce a “no intersecting facets” constraint
= Use artificial potential functions to the optimizer to shape
the solution space and prevent artifacts in the presence
of surface orientation errors
lterate on the STC method to and characterize shape model
performance improvements for each iteration
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ABSTRACT: Spacecraft state uncertainty is a critical challenge due to the unpredictable nature of space dynamics. As complex,
nonlinear dynamics cause errors to grow over time and drive a trajectory to deviate from its planned path, corrective guidance
algorithms must adaptively re-optimize the spacecraft thrust profile to reach target states and achieve mission goals. We study
the Mars Sample Return launch problem to 1) better understand how uncertainties evolve throughout a guided trajectory and 2)
build a plan to combine guidance with efficient uncertainty propagation and control theory techniques. The implemented linear
tangent guidance enables trajectories to hit the desired altitude but yields a large variation in the resulting orbit. Future work aims
to develop robust, chance-constrained guidance that bounds state uncertainty rather than constraining a single deterministic state.

INTRODUCTION

Near-Earth and cislunar space are becoming
increasingly congested, driving the need to
proactively protect a growing number of
spacecraft in regions with chaotic dynamics.
Guidance under uncertainty offers an avenue to
correct a spacecraft trajectory while accounting
for an entire uncertainty volume.

The Mars launch problem serves as a testing bed
for application and improvement of analytical

guidance techniques. Mars Launch

MAV

The Mars Ascent Vehicle
(MAV) will be the first
launch from the Mars
Surface.

It must reach a specified
orbit to rendezvous with
the Earth Return Orbiter.

METHODS

Celestial and Spaceflight
* Mechanics Laboratory

Linear tangent guidance - tanf = tanfy — ct
Launch angle 8, and proportional thrust errors
° 0o ~ N(Ho,nom , 0.01 * Ho,nom)
* F~N(Fom, 0.1* Fyom)
Iteratively solve for control variable c
Assume:
* Locally flat Mars
* Constant gravity

+ Constant mass V. F |2
| A m
L1 — I3 e
i3 = (F/m) cos 6 0,
t4 = (F/m)sinf — g /. -

C ORCCA

RESULTS

Launch Solver

y (m)

The perturbed trajectory (blue) deviates from the
nominal trajectory (green) and fails to hit the
desired altitude (black)

Correcting for the errors (red) allows the MAV to
hit the desired altitude after its coast phase
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Applying a linear guidance law prevents
Mars crashes but yields a distribution of
orbits with high variance.

Controlled trajectory:
-2 92.9% of trajectories reach orbit
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DISCUSSION

bounded distribution
of uncertain states

The Mars launch scenario highlights the
shortcomings of linear tangent guidance in
achieving the desired orbit.

Our goal is to explore other guidance laws [1,2]
and modify the guidance approach to reach the
specified orbit with probabilistic guarantees.
Uncertainty-based approaches (e.g. chance-
constrained guidance) can aid in both space
situational awareness and conjunction analysis.
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um’)ounded distribution

% . (e.g., Gaussian
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99.9%

)
impact radius [3]

CONCLUSIONS

Studying the effect of pure linear guidance on end
uncertainty of various parameters shows:
 The non-Gaussian distribution that develops
when control is not corrected; and
* The large spread in final orbit post-insertion
when only targeting a final altitude.
The Mars launch problem serves as a motivating
example for developing applications of modern
guidance and control techniques with the aim of
shaping distribution for mission success.
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ABSTRACT: The Gravity Loading Countermeasure Skinsuit (GLCS or “Skinsuit”) is a countermeasure garment for astronauts that provides axial loading on the body to simulate some effects of

Earth’s gravity (1G) and aims to mitigate physiological deterioration due to microgravity. A study was conducted with 7 participants to characterize the impact of the GLCS on daily activities and
exercise, with one participant completing the study in microgravity during a 10-day mission to the International Space Station (ISS). A portion of the study aimed to address the following research
guestions:

« How does GLCS loading affect user discomfort, mobility, and exertion during daily activities and exercise?
 How are discomfort, mobility, and exertion in the GLCS affected by gravity environment (1G and microgravity)?

The results indicate that the suit is tolerable during ~1-2 hours of resistance exercise, provides potentially advantageous, but tolerable, resistance to movement, and is unlikely to negatively impact the
user’s ability to complete daily activities.

The Gravity Loading Countermeasure Skinsuit (GLCS or “Skinsuit”) isa | A 7 1G Participants 1 ISS Participant Discomfort
musculoskeletal deconditioning countermeasure for spaceflight, ModifiedCorletEandBishopDiscomfortScale[2,9] 10 . 5 vt (1G] * The GLCS increased discomfort compared to
consisting of a skin-tight garment that applies a vertical load from the i E;ii;imcgstaldothes S z e + ‘ Inflight (uG) unsuited ratings, and ratings varied across
shoulders to the feet (Fig. 1) [1]. The suit aims to mitigate | 3 rormalattre | =T | (e e — individuals, consistent with previous studies [3,5]
musculoskeletal deconditioning (potentially including spine, muscle, ;‘ gmordiscogﬂffréifﬁwa“ﬁ(lilhgh) g 5l * Median discomfort for all activities meets the

. . . . . . OO0 uncomrortaple It worn a a u
sensorimotor) during exposure to microgravity by simulating some of the | | oo icomtoratiofors £ 5 | | design goal of adequate comfort for 2 hours of

, - = N e 4] Ny ” " : - :

effects of Earth’'s gravity (1G) [2,3]. MIT and collaborators have tested | 7 Toouncomfortablefor4h £ ;‘ § e R wear, enabling use during exercise for most
the GLCS in multiple experimental campaigns in relevant X igga;zgﬂggzgigﬂ s | participants.
environments: 1G [4-7], partial gravity 10 Too uncomfortable for 10 min . C . | D * Discomfort did not change over 60-90 minutes of
analogs [4-7], parabolic flights [2], and the 10 GLCS wear.
ISS [8]. As a musculoskeletal > 9 e * Compared to 1G ratings, the GLCS in yG was
countermeasure, the GLCS could be 2 j: il | associated with a smaller increase in discomfort
used In several operational scenarios, In B Q2. ' from unsuited ratings.
low-Earth orbit and future missions Modified Cooper-Harper Scale (Body Control) [2,10] = 2 5| - Mobility
to the moon and Mars, including 1) ; Eggi;gieddeﬂciendes é = e °* Results suggest that the GLCS provides
acute ~2-hour use to augment exercise, 3 Minimal compensation required = j ' - e resistance to movement while remaining
2) multi-hour use during daily activities, or 4 Minor but annoying deficiencies ) E < . F generally tolerable.

- 5 Moderately objectionable deficiencies * The GLCS worsened mobilit compared to
3) durmg Sleep' 6 Tolerable deficiencies 10 _ _ o y _ p _

A GLCS demonstration and one- 7 Maximum tolerable compensation required 3 ?| unsuited ratlngs, Slmllarly to pPrevious studies
. . 8 Considerabl t ired Q 8 - : “
participant evaluation was recently .. _ _ onsiderable compensation require @ | [3,51, and thg .medlan remal.n.e.d tolerable” (i.e.,

Fia. 1. The Gravit Loadin 9 Intense compensation required >
L 9 y 9 = % <6) in all participants and activities.
COmpleted on a 10-day ISS mission to Countermeasure Skinsuit with A) 10 Body control lost %E‘ 6f " " ' : e Non Significant trends  indicate  a possib|e
assess operational feasibility of the shoulder yoke, B) longitudinal fabric = 27 - - Dt _ | '
L . tension providing axial load, C) S =4 . | improvement in perceived mobility across 60-90

GLCS, characterizing its impact on dally oo, erential — fabric  tension g s = I | thiheneindails
activiies and potential benefit for providing anchoring skin pressure, = R i | . C 4 to 1G. the GLCS i G i e
exercise. This was supplemented by a 6- and D) stirrups secured at the shoes. L | G e | " H ompared 1o , Ne In JG Impacte

s _ Modified from Bellisle et al., 2022 Unsuited Suited Suited Unsuited Suited Suited mob|||ty less
part|C|pant StUdy IN 1G Pre-Exercise  Post-Exercise Pre-Exercise  Post-Exercise )

Fig. 2. Qualitative ratings across timepoints. Ratings were collected at 3 timepoints during “suited” data collection
sessions. Unsuited ratings were collected before donning the suit. Suited ratings were collected before and after 60- CONCLUSIONS
90 minutes of suit wear and exercise. Boxplots show median, first (Q,) and third (Q;) quartiles, and non-outlier

METHODS minimum/maximum (Qq 3 — 1.5 * [Q; — Q4]). Discomfort ratings are presented as the maximum of ratings for 10 Based on dlsqomfort rat_mgs’ the GLCS C_an “kely
. individual body parts. Upper body mobility is the median rating across the shoulder, torso, and waist. Lower body be used during exercise (~2 hours) in most
7 participants (4 F, 3!\/', 60.5+8.8 kg, 167-312:8, 22'67.yea_r3) mobility is the median rating across the hip, knees, ankles, and feet/soles. Only participants 3 and 7 had custom- participants, with some able to tolerate it for
completed one unsuited (control) and one suited session in 1G. fabricated suits; all other participants were matched to existing suits. Friedman tests (1G only) for each metric longer periods during daily activities or sleeping.
. - _ indicate a significant effect of timepoints. * indicates p<0.05 using a post-hoc Wilcoxon Signed-Rank Test with . _
« 1 participant additionally completed three suited (FD6, FD7, FD8) Bonferroni correction. “ns” indicates p>0.05.  Mobility ratings were tolerable and decreased
and one unsuited session (FD4) in yG during a 10-day ISS mission. M comfort * * TMobility * % & x & x| munsuited mobility may be advantageous to increase muscle

Suited activation with resistance to movement.
« A successful countermeasure prescription is
required to access the proposed physiological
*, | T B - benefits of the GLCS, and future work will use
' these results to inform and develop GLCS
countermeasure prescriptions.

« Each data collection session included:

9 % * *
1 | |

P Does not meet design goal

Questionnaire Questionnaire™

Rating

GLCS Donning”

Timepoint: Unsuited Timepoint: Pre-Exercise

N W O N @

Figlg. 3. Qualitative ratings for 1G activities during unsuited and suited conditions. Six participants provided
5-min retrospective ratings after “unsuited” and “suited” data collection sessions in 1G conditions. One participant was REFERENCES
Float/Supine omitted from analysis due to a modified protocol. Boxplots show median, first (Q1) and third (Q3) quartiles, and non- ' [1] Waldie, J. M., and Newman, D. J. US 8,769,712 B2, 2014.

. Resistance
3-min

Float/Supine

Exercise

(partially randomized outlier minimum/maximum (Qp; 5— 1.5 * [Q3 — Q4]). Outliers are indicated with circle markers. Mobility was not rated [gl VI\B’a:?iT’ J.RM., agdl\'l\‘ewma”, g- J-é‘zgté; ';\S”O';'?Uﬁia’czor- o o
for supine rest or quiet standing. To address study hypotheses, pairwise Wilcoxon signed-rank tests were used to | [°] Sey'sstee,;qs o0, A outh International Conference on Environmenta
compare suited and unsuited conditions for each metric. * indicates p<0.05. [4] Attias, J., éaNiL'p_ A.T., Waldie, J., et al. Acta Astronautica, 2017.
uestionnaire” uestionnaire [5] Carvil, P. A., Et al. J. of Strength and Conditioning Research, 2017 .
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Engineering Quantum Materials for Infrared Detection and Optical Isolation

Morgan Blevins' 4, Elizabeth Gerrish?, Svetlana Boriskina*

ABSTRACT: Development of nonreciprocal photonic devices that enforce one-way propagation of light is vital for quantum
communication, sensing, and radiation energy harvesting, but the state-of-the-art technology faces significant challenges in device
integration and efficiency. To address these challenges, we present the first comprehensive theory and feasibility analysis of
nonreciprocal transport of optical surface modes (surface plasmon polaritons) via the current bias in 3D quantum materials —
where in a Doppler frequency shift imparted by current bias breaks the symmetry of the material.

INTRODUCTION

We are lacking integrated photonics solutions for
optical isolation

would enable high efficiency photonics for visible and
infrared detection and radiative energy harvesting

Draper interest: Enabling novel low SWAP sensors for optical
and quantum sensing

Optical isolators protect optical systems
Without optical isolators

W\ aVAYA Laser damage, A
decoherence, x
j /\/\/\/\/\/‘P . reduced system
efficiency
Laser Source W\ Detector /

Backscattering on defects

With optical isolators
—

Nonreciprocal optical element

METHODS

Our solution: Current-biased Dirac and
Weyl semimetals as new optical isolators

Backwards Iight\
forbidden, laser
and efficiency
protected

Optical
Isolator

J

>

-

Dirac/Weyl semimetal

« Current bias breaks material symmetry and . i~
= “Quantum materials

makes it nonreciprocal, now fit for optical isolation | )
Y
materials that can only be

described using quantum
mechanics vs. classical physics

However, theoretical models are missing to
describe this effect

| derived the theory using semiclassical linear
response theory:
b. Effect of drift current on optical

polarizability is a Quasi-Lorentz
transformation

a. Under drift current bias, equilibrium
Fermi distribution is skewed:

u
wo = y(w — uq), q5 = I’(CIZ ——zw)
Vs

q =q%.95 =q%,y = 1/J1 — u?/v§

fle) = — f(e) =

e(e-wkpT 11 e(e—up—pu)kpT 41

c. Drift current modified optical polarizability is

2
q wo wWo — QoVF

IT“(q,w) = —gN ( ln( )—I—l)

(4;w) J (,uo)qg 2qovF wo + QoUF )

w

au(w, q, ,u) — w_oazz(wOa q0, MO)

I I I HEE Massachusetts

I I Institute of
Technology

RESULTS

We modeled the optical surface modes to evaluate
isolation performance

Surface plasmon mode diagram

Surface

Dielectric plasmon
€d k 5
é\ _

Quantum Material ;

Induce

nonreciprocity @

Surface plasmons are “pseudo-unidirectional”

Light line |

Frequency, w

Momentum, k,

| lOne-way

energy
transport
window =
optical
isolation!
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DISCUSSION

We have presented

* the theoretical framework for current-biased quantum
materials

* a new magnet-free mechanisms for tuning the
nonreciprocity of qguantum materials, competitive to
magneto-optics

We have shown that

» windows of pseudo-unidirectional transport are opened
In the THz window

 unidirectionality is enabled by the unique blend of
nonlocality and loss in Cd;As,

CONCLUSIONS

* Predicted a new unidirectional optoelectronic
platform with

(i) easy on-chip integration
(i) broader library of mature material platforms

* Introduced a new opto-electronic application for
quantum materials

* Experiments could enable low SWAP THz
technology, energy harvesting, photonic sensing,
thermal imaging, near-field heat transfer devices
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Solution Processing for Rapid Exploration of Optical Phase

Change Material Compositions

Brian Mills'4, Rashi Sharma?3, Casey Schwarz*, Daniel Wiedeman3, Marie Sykes#*, Jasper Stackawitz?, Jake
Klucinec?, Eric Bissell3, Dennis Callahan®, Parag Banerjee?, Kathleen Richardson3, Juejun Hu?

'Draper Scholar, “Massachusetts Institute of Technology, Cambridge, MA, 02139, 3University of Central Florida, Orlando, FL,
32816, “Ursinus College, Collegeville, PA, 129426, °The Charles Stark Draper Laboratory, Inc, Cambridge, MA, 02139

ABSTRACT: Chalcogenide optical phase change materials (O-PCMs) show great promise as active materials in non-volatile photonic
systems. However, being limited to only a few different material compositions, O-PCM choice in these systems presents a limitation in
optimization of the devices. We demonstrate solution processing as a reliable method to produce O-PCM films for high efficiency
materials exploration through deposition of a known O-PCM, Sb,Se;, from solution. Initial characterization of the Sb,Se; films show
near complete removal of solvent constituents as well as a dense microstructure; a strong indication of the ability of solution processing
to produce high quality films for evaluation of O-PCM candidate materials.

INTRODUCTION RESULTS DISCUSSION

Chalcogenide optical phase change materials (O- .+ SEM micrographs show microstructure of solution * Film exhibits a granular microstructure.
PCMs) have seen wide-spread adoption as the deposited Sb,Se; | | | |
functional materials in a variety of actively controllable e _ | - » Cross-section reveals film to contain pores in

some locations.
* Potentially due to incongruent drying
of solvent components.

non-volatile optical and photonic systems'2. Although
a host of O-PCMs have been identified and
demonstrated to be suitable for such devices,
material choice and optimization remains as a
challenge in extracting maximum device performance
due to arduous material synthesis and film deposition.
This work aims to streamline the O-PCM materials
exploration process by developing a liquid solution-
based approach to depositing high quality O-PCM i
films. We demonstrate synthesis and deposition of
Sb,Se;, a common O-PCM, using this solution | em e Teelesre e e
processing method.

 FTIR and EDS analysis confirms complete
removal of solvent upon baking at 195 C for 2
hours.

CONCLUSIONS & FUTURE WORK'

« Solution processing is a promising method for
efficient materials exploration of chalcogenide O-
PCMs and their properties.

METHODS  Sb,Se;lis readily dissolved using a mixture of
EDA and EtSH, producing a contaminant free film

+  Dissolve Sb,Se; in organic solvent mixture of S upon drying at sufficiently high temperatures
ethylenediamine (EDA) and ethanethiol (EtSH).

* Drop cast solution on Si substrate. : . i * Pores and surface roughness of film must be
« Bake to remove solvent and form continuous film. S = overcome to use these films for optical switching
5 £ . - characterization or in optical devices.
g . Blank ZnSe ‘ g i N
W ) o R ) . ACKNOWLEDGEMENTS /
) e M o WJ\’\“ — REFERENCES
S ) nerey (kev) Funding support is provided by NSF award
e FTIR spectra of films EDS spectrum of film #2132929. B.M. acknowledges the support of the
=) - / =) .7 ) ./ baked at various baked at 195 C for 2 Draper Scholar Program and the Photonic Materials
L) - temperatures hours research group at MIT.
EDA:EtSH 1 wt% Drop-casting Bake Film
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Iterative Human-in-the-Loop Optimization for

Aerial Robot Wildfire Detection

Christine T. Chang!#, Clare Lohrmann?, Breanne Crockett?!, Maria P. Stull, Mitchell Hebert?, and Bradley Hayes!

'University of Colorado Boulder, ?Draper Scholar, 3The Charles Stark Draper Laboratory, Inc.

ABSTRACT: Fluent and understandable human-autonomy teaming is essential for commercial, military, and public safety applications. Existing
technology for facilitating human teaming with autonomous drones over large scale environments does not promote understanding or predictability. Our
solution provides a human teammate with the ability to iteratively add latent knowledge and preferences to a trajectory optimization, via drawn
annotations and natural language. By visually updating the trajectory at each iteration, our system aims to elicit more predictable robot behaviors and
achieve better task outcomes. We aim to evaluate this system with a human subjects study that examines mission satisfaction and usability.

BACKGROUND AND MOTIVATION

* Current state-of-the-art allows a user to provide
limited input to a path planner for an
autonomous robot.

* Existing technology uses computer vision and
machine learning to recognize signs of a fire
from fixed cameras [1].

* Firefighters utilize uncrewed aerial systems to
aid in wildland firefighting activities [2].

* Robot predictability [3, 4] has been studied

extensively, though not over large spatial scales.

 Astandard trajectory optimization [5] can
maximize coverage but may be difficult to
understand and time-consuming to complete,
leading to confusion, mistrust, and risk, and
compounding latency and observability
concerns.

 We aim to provide iterative communication
modes for human-robot teams to expose
insights about human behavior and to elicit
robot behavior incorporating human-provided
insights.
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IMPROVING HUMAN-ROBOT TEAMING

» Question: How can iterative planning be leveraged to
improve human-robot team function in high-risk
environments?

Scenario: Searching a large area for artifacts of interest,
such as wildfires or hot spots, minimizing planning time, and
maximizing predictability.

Insight: Use natural language and drawn annotations to
include latent human knowledge and make the system more
effective and more predictable.

Task: Online participants on Prolific will use our system to
design aerial robot trajectories for wildfire search.

User-provided
information

SYSTEM DESIGN

Interface

@w instructiD

Waypoints and
trajectory

Optimizer

:
[ : J
(ataoted >

Full objective
function

Appender Additional
System function

OpenAl API

1. mfirst opens application and provides a rough initial
trajectory sketch over the map in the m

2. m returns a trajectory on the map that maximizes
coverage.

3. mcan give information to (a) indicate regions of interest on
the map as well as (b) provide instructions that reference the
regions.

4, interprets these instructions and provides an additional
term for the existing objective function.

5. New augmented objective function is used to re-optimize the
trajectory displayed to the user on the

6. Iterate steps 3-5 as desired.

April 8, 2024

USER INTERFACE

aximize

Objectlve = govera o + Avoid Obstacles

Term Name: ‘

The interface allows a user to add new terms via drawn
annotations and natural language, “turn off” objective
terms if effects are undesired, and provide constrained
inputs via fill-in-the-blank style word bank.

[
7
Plan 2
I
I
I

J

Iterate

POINTS OF EVALUATION

* Understanding of how the trajectory was modified
and how the final trajectory came to be

» Satisfaction with final trajectory

* Number of iterations provided

 Time spent on each iteration (sketch and instructions)

» Usability (System Usability Scale) [6]

* Instructions provided by user

* Trajectories

* Final coverage

EXPECTED OUTCOMES

We hypothesize that by enabling iterative planning
between a human-robot team, users will:

* Achieve better task outcomes,
* Elicit more predictable robot behaviors, and
 Have a more favorable user experience

through use of interactive, iterative refinements versus
traditional optimization interfaces.
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A Large Deflection MEMS Spring to Enable Linear Out-of-Plane

Movement

Tim J. Cheng'4, Robert D. Whitel, and Kasia W. Oleske3

1Tufts University, “Draper Scholar, 3Draper

ABSTRACT:. In this work, designs for an existing silicon-based MEMS spring were modified and analyzed with analytical and
numerical approaches to form a method for spring design mapping. A circular spring model performed similarly to its square counter-
part found in literature[1], resulting In a 90% linear deflection at 1.5 mm and a shape that mitigates stress concentrations. An exploration
INto Ansys assumptions was made; however, changing them yielded little effect on deflection (<10%), so a recommendation to use the
fastest method can be made to fully map out the design space for circular large deflection MEMS Springs to enable linear out-of-plane

movement.

INTRODUCTION

« MEMS springs can be found In a variety of
technologies including gyroscopes, accelerometers,
biosensors, optical devices, speakers, atomic force
microscopes (AFM), and vibration energy harvesters
(VEH). MEMS speakers, self-sensing nanoindentation
AFM probes, and VEH have the specific need for
strictly out of plane springs with high deflections
(~1mm).[1, 2]

 Aliterature search for high deflection MEMS springs
resulted in a design[1] that could enable circular
devices with minimal modifications. Only a change from
square to circular would be needed, but the effects on
deflection of this change are unknown. A circular device
would enable incorporation into similarly shaped
devices where the stress concentrations of a square
design could be a problem.

 The springs in literature were also designed arbitrarily
and do not map the effects of beam gquantity/width on
spring characteristics at a fixed spring constant.

METHODS

Using the Bernoulli-Euler equation for a beam’s spring
constant (k),
16Ewt3
=—7
where E is the modulus of elasticity, w Is the beam width, t is
the beam thickness, and | is the beam length. A total linear

RESULTS

Comparison between the circular and square spring

designs with equal beam lengths in Ansys.
0.012

0.01

0.008

Force [N]
o
o
o
o)

0.004 . - Square, Isotropic

- ® - Square, Anisotropic
—e—Circle, Isotropic
—e— Circle, Anisotropic

0 100 200 300 400
Displacement [um]

0.002

Aiming for a k = 23 N/m and maximizing the number of
beams, MATLAB produced a spring with the following
parameters,

t | # series beams # parallel stacks

A0um 15um ~2mm 9 4

Quarter Full Spring

Modeling the spring generated from MATLAB In Ansys for
linearity and a comparison to the Bernoulli-Euler equation.

DISCUSSION

« Utilizing the Bernoulli-Euler approximation for an initial
design and Ansys for non-linear effects, as described by
Grech[1], gave reasonable results for a circular spring
yielding 90% linearity and a spring constant of 27 N/m (23
N/m Bernoulli-Euler approximation) at 1.5 mm. The non-
linear effects shown in this Ansys modeling also fit well
with findings by Grech where the resulting spring was
stiffer by ~20% when compared to the linear Bernoulli-
Euler equation.

 The Ansys model assumptions explored did not play a
large roll in deflection results. This helps to determine how
future tests are run on similar springs. It may be advisable
to use the computationally fastest method to map the
design space, because deflection error was <10% Iin in all
cases.

 These simulations were not used for a stress or fracture
analysis. This will be evaluated with further Ansys
modeling and physical experimentation.

*  Future work will also map spring characteristics (fracture
and non-linearity) for given design constraints (i.e. spring
constant and bounding dimensions) by varying number of
beam and beam width.

CONCLUSIONS

A square MEMS spring found In literature was converted to a
circular layout to reduce stress concentrations. MATLAB
scripts were used to generate an example structure based on
spring constant and the Bernoulli-Euler approximation. The

model can be made by adding each individual beam in series spring performed as expected in Ansys simulations validating

or parallel. Non-linear effects were explored with Ansys. Many 0.08 A StatcStructural. /Ansys the design methodology. This method enables the rapid
model inputs were varied to determine their effects on final 0.07 e drawing of large deflection MEMS springs to map out the
deflection including 3D vs. 2D (shell), isotropic vs. anisotropic | _006 — R‘ design space.

silicon properties, and mesh type. Since the main difference gggj L

between the referenc_e design was cwculanty, a comparison 2o p Elﬁé ACKNOWLEDGEMENTS / REFERENCES
was made between circular and square designs with equal 002 e H o2

Many thanks to Draper’s IRaD group for knowlegable input including; Joseph J.
0 2es03(um) .,1;,\< Aghia, Brain J. Munroe, Jim Dombrowski, Ronald S. McNabb, and Ryann Hee.

beam lengths. Results in Ansys were converged to within 2% 0.01
based on deflection. 0

——Ansys

0 1 2 3 4

Displacement [mm] 1. Cheng, H.-H., et al., On the design of piezoelectric MEMS microspeaker for the

sound pressure level enhancement. Sensors and Actuators A: Physical, 2020. 306:

90% Linearity K@ 1.5 mm p. 111960.
2. Grech, D., et al., Highly linear and large spring deflection characteristics of a
1.5 mm 27 N/m Quasi-Concertina MEMS device. Microelectronic engineering, 2014. 119: p. 75-78.
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Provably Correct Machine Vision via Conformal Keypoint Mapping

Elijah Dabkowski, Evelyn A. Stump, Heng Yang

Draper Scholar, Draper, Harvard

ABSTRACT: Deep learning models perform extremely well in a variety of tasks, however even the most dominant algorithms that have
been tested on public benchmarks can still be arbitrarily wrong. Because of this, there are some systems that eschew machine learning
despite it possibly being a very practical and effective improvement to that system. We theorize that we can bind the uncertainty of
machine learning practices to guarantee a minimum performance through the use of keypoint mapping. In this poster, we present the
theoretical framework and propose steps to take moving forward to validate this hypothesis.

INTRODUCTION / MOTIVATION - CONFORMAL KEYPOINT DETECTION -~ PROPOSED EXPERIMENTAL DESIGN
* We want to cast object detection as a keypoint
° Machine |earning has prOVed to bhe extreme|y The goal of conformal keypOint detection Is to estimation prOblem SO that we an use
useful and effective across many fields of science bind the uncertainty in the predictions of keypoint conformal keypoint detection to bind the error
° One drawback Of Certain machine |earning |Ocati0nS (y) {0 a user SpeCified error bound on 2D0bjeCt deteCtion prObIem
practices is that the mathematical provability of ~* CenterNet is an architecture that predicts

keypoints to predict a bounding box for a target

[3]

these tools does not exist

* |nturn, this leads to a lack of trust in these tools
to be utilized in real world applications

* For a company like NASA, which spends a little
over $40,000 to send one pound of material into
space, trusting these machine learning tools
simply because they work is not an option

* The MS COCO dataset has official partitions
necessary to obtain the unseen calibration set

* We want to start with an ablation study on MS
COCO as proof of our method

£ - SHORT TERM GOALS
; N * 1) Recreate the results from CenterNet
~ * Three Necessities ~« 2)Run an ablation study on MS COCO
—————————————————————————————————————————————————————————————————————————————————— f ) 8 lenseenfCall!iraltzlon ?et ~+ 3) Prove that we can obtain a minimal
: . onconformity Function : - -
; ! | ; performance level for object detection
gsi\lc%gls(lxylgierl’gg;Y § * (3) User Specified Error Margin ~« 4) Demonstrate the real world applicability on
' . 5 Draper proprietary object detection problems
- F(x) = {y € R)" | |yk— q rall < 1w, VK} | P PRI O P
 Attempting to apply uncertainty quantification § | . ?
technigues to deep learning models has been -+ The equatlotn ?bovg_s‘?eufles_”tgat for a nteV\cllf 5 Rflfiﬁihrch?I e
: : Image, a set of predictions will be generated for o ar, Moloud, et al. "A review of uncertainty quantification in
explored in the paSt’ with methods such as Monte J : P J : | deep learning: Techniques, applications and challenges."
Carlo dropout and Markov chain Monte Carlo each keypoint, where the ground-truth keypO"’}t ; Information fusion 76 (2021): 243-297.
being explored [1] will lie within a circle that is centered around g ~+ [2] Yang, Heng, and Marco Pavone. "Object pose estimation with
. Th h | h h ¢ | ! with a radius of r statisticgl guarantees_: Conformal k_eypoint detection and geometric
€re nas also been approacnes 1o Classity | k : uncertainty propagation." Proceedings of the IEEE/CVF Conference
uncertainty bounds to problems involving object 5 5 on Computer Vision and Pattern Recognition. 2023.
- : 5 € - * [3] Duan, Kaiwen, et al. "Centernet: Keypoint triplets for object
pose estimation [2] P[y.l‘+1 = (XHI)] 21 ~E detection." Proceedings of the IEEE/CVF international

conference on computer vision. 2019.
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Assessing the Performance Impact Associated with Reusable

Launch Vehicles Design Decisions

Ryan de Freitas Bart’2, Kevin Dudas3, and Jeffrey Hoffman’

'"Massachusetts Institute of Technology, ?Draper Scholar, 3Draper

ABSTRACT: Hardware reusability is a promising solution to reduce the cost of operating in space, making it an attractive choice for commercial
organizations. However, converting an expendable launch vehicle to a multi-use reusable system reduces its performance as measured by
payload mass to its destination. Current methods to estimate this reduction for pre-PDR design trades of new launch vehicles use rule-of-thumb
estimates or high-level factors. To bridge this gap, we developed a computational model which estimates the impact of converting a launch vehicle
from expendable to reusable on system performance for pre-PDR designs. Using this model, we quantitatively assessed the impact on system
mass and unit cost for a launch vehicle and determine adding reusability yields with an associated ~25% reduction in cost on average.

INTRODUCTION DISCUSSION

 Hardware reusability is a promising solution to .
reduce cost of launching payloads into space

* Integrating reusabillity into space transportation

METHODS (cont.)

Results show grouping of design performance
by reuse level with expendable systems mostly
having highest per unit costs and lowest

Design structure matrix for launch vehicle model .
with subsystem models on the main diagonal
and input/output variables in other cells

systems entails a trade-off with performance ' Propellant | reuse Level masses compared to reusable designs
ass to euse Leve L. .
* Quantifying this impact is crucial for the effective LEO # Missions . Large loss of performance in tgrms of mass to
design optimization of reusable launch vehicles Thrust, orbit of ~25% for reusable designs
»  Important to understand impact of reuse on mass fhrust | Engine Thrust o Due to additional system mass from adding
to orbit and cost when making design decisions capabilities for reuse
»  This research develops a computational model to Prag * Model facilitates early-stage trade studies and
assess the performance impact of reusability on optimization of reusable space systems
Earth-based launch vehicles Mass TFU Cost Mfgsc;r'\gijss « Model currently limited in fidelity using
parametric estimates for system masses
METHODS # Firings Sycsgjtm - Difficult to follow original design specification
limits usefulness of early design optimization
* Multidisciplinary model to estimate impact of
reuse on performance characteristics
. CONCLUSIONS
o Model composed of subsystem specific models
which estimate impact of each subsystem on RESULTS »  Developed a model which predicts impact on

overall performance characteristics

 Enumeration of possible combinations of design
variables shown in following table to generate a
tradespace of designs

Impact on performance estimated by calculating
cost and mass for different reuse levels

.10’ Impact of Reuse Level on Performance

system mass and unit cost when converting an
expendable launch vehicle to reusable

 Enables early-stage evaluation and optimization
of reusable space systems

10 -
 Reuse Level defined by average per mission cost 0sl % e  Future work
for.addltlonal flights as percent of Theoretical First o o Increase model fidelity at subsystem level
Unit (TFU) cost 9 B L ..
o Application of model to additional systems
—~ 8.5 x X
Design Variables | Option 1 Option 2 Option 3 Option 4 % % x
=8 ACKNOWLEDGEMENTS /
Reuse Level | Expendable Soé)thU 1Oé);rtFU CE 751 ) REFERENCES
# Missions 1 S 10 55 5 | would like to thank my advisors Prof. Jeffrey
. ¢ e Hoffman and Dr. Kevin Duda for their insight and
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mission[kg] 100 +O00 +0,000 +05,000 6/ . o Scholar Program.
' | | | ' | 1“M. Ragab et al., ‘Performance efficient launch
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Improving geometric representations for optimization in robotics

Rebecca H. Jiang?! 43 Ravi Gondhalekar? Russ Tedrake?

'Draper Scholar The Charles Stark Draper Laboratory SMassachusetts Institute of Technology

ABSTRACT: The objective of this research is to facilitate the use of rigorous computational methods in robotics applications to plan motions and
design manipulators. We achieve this by using geometric representations of the problems of interest that are harmonious with optimization goals
and constraints. Robotic manipulation requires reasoning about the geometries of the robot, obstacles, and objects of interest. Collision-free
motion planning also requires us to utilize geometries in higher-dimensional spaces that represent the configuration or pose of the robot. In all of
these contexts, the selected representation has great impact on downstream computation. Generally, the selection of this representation is ad hoc
and does not receive careful attention. The proposed approaches achieve computational benefits through principled representation selection.

INTRODUCTION END EFFECTOR DESIGN: METHODS PLANNING IN POSE SPACE
We present three focus areas: +  Key insight: representing objects in manipulator * Robot motion planning is typically done in “configuration
* Polytopic simplification: Reducing the complexity of frames facilitates natural constraint expression. space” (C-space) — the space of joint coordinates.
representations of safe sets. » In the rigid manipulator problem [1], this allows us to * Recent methods require convex decompositions of
* End effector design: Co-optimization of contact avoid explicitly parameterizing effector shape collision-free space, but obstacles in C-space are oddly
surface shape and intended use for robotic tools. (notoriously tricky), instead imposing shape shaped, leading to conservative decompositions.
* Design of rigid manipulators [1] constraints on contact point trajectories.  We are at early stages of instead parameterizing plans in
» Design of parallel-jaw grippers [2] » In the gripper problem [2], we assess gripper shape the space of pose coordinates in SO(2) or SO(3).
 Planning in pose space. and grasp stability via convex quadratic programs  We use a semidefinite program formulation to relax the
that can be solved rigorously and efficiently as a SO(2) or SO(3) constraint to a convex constraint.
POLYTOPIC SIMPLIFICATI subproblem of the broader nonlinear program, using +  We calculate free-space regions by converting separating
Polytopes (intersections of half- an augmented Lagrangian approach. hyperplanes be_tween geometri_es to the pose coordinates.
spaces) are often used to  We expect r_notlon_ plans to achleve_ more use of the full
END EFFECTOR DESIGN: RESULTS free space, including contact, relative to C-space plans.

represent safe sets in motion
planning. The number of faces
(half-spaces) used to define a
polytope drives runtimes. We
compute inner approximations
with fewer faces by iteratively
translating faces inward and

DISK PICKUP: Pivoting fingers lift disk via constant contact
geometry. Finger inter-penetration can be constrained.

&- T
<

L

L

04 4 - JO8 _R- NN

= !

removing faces that become _
redundant. We guarantee a SCREWDRIVER PIQKUP' — \\,
volume lower bound and Tool SCOO0PS screwdriver J—j \\ |
SV - f table without - D
respect constraints like retaining romta ta'l et\lgw totl)JI . — . CONCLUSIONS
specific points and connectivity penetrating the table, two i . - -
€ ) Geometric representation can make or break an
between specified polytopes contact surfaces acting in R N , " .
P POIytopes. coordination S ~ optimization problem’s tractability and quality of results.
_ ' | | | * For design, posing constraints in the manipulator frame
Using sets of simplified polytopes speeds up planning by an 1 optimizes grasp stability, reusing gripper »  For planning, current convex decompositions of free space
order of magnitude (_planni_ng motion_s on a graph of 15 h features across several grasps. are expensive and not conducive to allowing contact. We
polytopes for a 10-dimensional robotic fystem). POLYGONS: Size-constrained gripper stably mitigate these issues by
grasps polygons of varying shapes and sizes.. * Using simpler representations that speed up planning,

* Using coordinates suited to the real constraints.
- TOOLS: Hardware
Original polytopes demo of optimized
. P REFERENCES
gripper with complex

objects [1] Jiang, Doshi, Gondhalekar, Rodriguez, Shape and motion
Simplified versions | - optimization of rigid planar effectors for contact trajectory
of these polytopes )y - © #%  satisfaction, in IROS. |EEE/RSJ, 2022

| : | b [2] Jiang, Doshi, Gondhalekar, Rodriguez, Parallel-Jaw
Gripper and Grasp Co-Optimization for Sets of Planar
Opjects, in IROS. IEEE/RSJ, 2023
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Evaluation of Perfusion's Effect on Cancer Spheroids’ Viability

and Compound Delivery via Microfluidic Platforms

Alex W. Markoski (Draper Scholar)'4, lan Y. Wong?, Jeffrey T. Borenstein’

Draper, Cambridge, MA, USA, 2Brown University, Providence, RI, USA

ABSTRACT: In vitro microfluidic platforms are essential for collecting in vivo relevant data especially within the field of cancer
research. Here, we show a scalable microfluidic platform capable of providing in vivo level flow conditions to cancer spheroids. This
platform contains a unique capture geometry to hold the samples in place for exposure to active perfusion and consistent imaging over
time. Cell death metrics were analyzed via an image analysis pipeline consisting of exported z stacks from Zen and the processing
capabilities of Imaged. This device along with additional high throughput platforms have be useful in developing a better understanding
of flow’s impact on compound delivery and viability while providing a foundation for future work focused on preclinical drug testing in
cancer.

Day O Day 1 Day 2 Day 3

Imag.e Ar.1aly5|s Flow Day 0 Flow Day 3
Pipeline y
INTRODUCTION
Exported from Zen > , -

« 2D Static culture methods are devoid of the complex in

Flow

vivo stimuli and architecture required to produce Stauro
impactful biological data within the cancer research. color channel Separat‘°”>
»  High throughput microfluidic devices are time intensive e
and difficult to create. Threshalding in mage! |
+  Here we show both the power of microfluidics for data T Stauro
acquisition as well as a method for scalable and cheap
microfluidic device creation via 3D Printing. e « Staurosporine exposed spheroids showed higher cell
* |mage analysis pipeline utilizing exported Zen death immediately than controls.
2D Culture Spheroids In Vivo iImages which are processed in ImageJ.

Normalized Comparison Between Flow and

— S o No Flow Conditions
Tubing Organizer L—)
i Bubble Trap 8 io & ow
. N R0
‘ Loading Port Outlet TEU 70 e +No Flow
‘ ‘ S 20 H—" Control
Complexity and Relevance A Z 9
‘ _ - [1] | I L 10 20 0 H¥ur % 60 70 [3]
High Throughput and Usability |
conare B * Corrected total cell fluorescence (CTCF) for CTG
METHODS e = 4 e, decrease by 28% for flow and 74% for no flow control.
 The Asiga MAX X27 Stereolithography 3D Printer was I zzmr;\ CONCLUSIONS
used in conjunction with the Pro3dure GR-10 resin. ‘ ' . The 3D printed device is versatile and its
* Flows |mpa_ct on viability and compound delivery * Devices can be printed and ready for use within manufacturing process allows for rapid iteration. It
(Staurosporln_e) was evalua’Fed over thg course of 3 days. an hour and a half. is capable of spheroid capture, perfusion. and
¢ CT26 SpherOIdS were used In COnjunCt|On with flow to o Opt|m|zed to Capture 200_500“m diameter |mag|ng
mimic in vivo conditions. i ' .
. CT96 cal traated with CallTracker G ; spheroids. | - The platform proved to be capable of monitoring
DRA c7efs Were g_re- re_abe_l_t Wl ,? racker Lareen an * Additional custom parts were designed and 3D cell death over time as well as delivery of
Q Or recor Ing viablii y over time. p”nted fOl' Setup Opt|m|zat|0n Compounds Via perfusion_
Day 0 Day 1 Day 2 Day 3 Day 0 Day 1 Day 2 Day 3 ACKNOWLEDGEMENTS /
Load molds Start of Thanks to the Draper Scholars Program and Brown
Ceation_ tos condiion ™% » University for the support.
Lo l l [1] Charwat et al, Cell Culture Technology, 2005
ottt Qb [2] Markoski A, Wong 1Y, Borenstein JT. Dynamic Tumor Perfusion and Real-Time
' 1-2hrs | [2] _ _ ‘ Monitoring in a Multiplexed 3D Printed Microdevice. Methods Mol Biol. 2023;2679:287-
_ |-  Confocal Images of captured spheroids in flow 304. doi: 10.1007/978-1-0716-3271-0_20. PMID: 37300624.
Start cul i ‘ levices : " 3] Markoski A, Borenstein J, Wong 1. 3D printed lithic device for the microfluidi
cht:;;;ure >tain cell \/\ll_i(’zs(is:erf)?;s sndortes and static COndItIOnS over 3 days' A” Z'StaCk E:e;lptuar;,op?ellfusior?,r earr]fdea:lr:alysiso?n9 muIticslrllunIaer sg]r?enrgildsI.CFrg\r:Itci::rsoi:] Meeg;lccarlo o
Images are channel separated for analysis Technology. 2021.
ool BROWN April 8, 2024

RESEARCH SYMPOSIUM



Model Predictive Planning

Matthew Wallace?, Laurent Lessard2, and Brett Streetmens

1INortheastern Electrical Engineering & Draper Scholar, 2Northeastern Mechanical Engineering, sDraper

ABSTRACT: This poster presents a motion planning scheme we call Model Predictive Planning (MPP), designed to optimize
trajectories through obstacle-laden environments for underactuated systems, such as a fixed wing aircraft. The approach involves path
planning to identify trajectory candidates, trajectory refinement through the solution of a quadratic program, and autonomous selection
of optimal trajectories. MPP reliably produces feasible trajectories while matching the strong obstacle avoidance performance of RRT*,
a state-of-the-art existing method.

Introduction METHODS Results

* |n autonomous navigation for low-agility vehicles . . - . . g
like fixed-wing aircraft, it is necessary to track a * Our method begins by using RRT_—AR to plan . Reflnlng trajectories from RRT* S|gn|f|c_antly
trajectory rather than a path. many paths through an obstacle field | iImproves pelfformance at obstacle _av0|dance.

. Paths, comprising spatial waypoints, lack timing, * These paths are used to for_mulate a quadratic * MPP fu_rther improves this result with an
speed, or orientation considerations, suitable for program with linear constraints that _encode N Increasing numbe_r of paths, c!emonstratlng the_
highly actuated systems leveraging controllers nearby obs_.tacles as well as constraints requiring necee_:sny fqr _mul_tlple alternative routes to avoid
like RRT* for obstacle avoidance. the dynamics of the system are obeyed local infeasiblility issues.

By comparing the results of several optimization
steps, we're able to consistently find a good
trajectory through the obstacles

* Trajectories become indispensable for low-agility
vehicles due to maneuverability constraints. Tools
like IPOPT and GPOPs enable offline trajectory

planning, tackling various constraints iteratively. 100 A
* To address trajectory planner issues around
obstacles, we developed MPP, a method ; ap | T,
iIntegrating raytracing and convex optimization E
refines paths into trajectories, linked with a multi- & -
path planner, and demonstrated the method on a < 60
longitudinal aircraft model. -
= S 40-
T el - T T e | b
: (a) -:_(b) Hit point | e F —8— 25 paths
L il
| Obstacle | : ! 20479 2 Dat:E
| in grid | | T : :{;ﬁ:
| n
I ‘ I I '.E |:|' | T T T T
I
| — 0 5 10 15 20
| | W # of obstacles
: points | | +
il
| | : >
_________ SR E S TS S
(c) (d) : CONCLUSIONS
| | Feasible | " .
| | region | * MPP enhances traditional MPC by planning
| | | trajectories around obstacles through path
| | Downrange distance (m) planning, raytracing, and quadratic programming.
| | * Future advancements in MPP include refining the
| | RRT*-AR path planner, exploring alternative
| : collocation methods, and optimizing the
S (.. S raytracing procedure to enhance computational

efficiency.
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Selective Transfection via Electroporative Printing

Aric Lu'434 Carlos Marquez'4, Paul Stankey'¢, Kayla Wolf'2, Jonathan Coppeta*, and Jennifer Lewis’-?

'Harvard John Paulson School of Engineering and Applied Sciences, “Wyss Institute for Biologically Inspired Engineering, 3Draper Scholar, 4The Charles Stark Draper Laboratory

ABSTRACT: New tissue fabrication technologies are needed to produce engineered human tissues with functionally vital patterns of gene
expression within a tissue. To address this technology gap, we developed Selective Transfection via Electroporative Printing (STEP), which
combines electroporation, a physical method to change gene expression in cells via transfection of genetic instructions, with 3D bioprinting
to create patterns of transfected cells during the tissue fabrication process. STEP can be used to print and transfect many different cell types
to create patterns in a variety of tissues. Importantly, we can tune electroporation parameters used in STEP to produce effective gradients of
gene expression through mixtures of transfected and non-transfected cells. STEP therefore provides a method to produce patterned tissues
that may one day serve as therapies for organ repair or as enhanced models of human organs.

INTRODUCTION NOZZLE DESIGN

« 3D printed nozzle functionalized with
platinum electrodes for electroporation

* Square channel outlet and parallel plate
electrodes define voxel size

« Extremely difficult to create patterns of gene
expression in engineered tissues

« Existing methods require gene editing prior to
tissue assembly and cannot be used to
produce gradients of gene expression

Electric field distribution within nozzle

Selective Transfection via Electroporative Printing: 220 XY-plane 200 _Xzplane YZ-plane
* Functionalized nozzle applies high intensity fgg 180 g
electric fields to load genetic instructions into 160 122 9
the cell during the printing process S 140 120
« Nozzle electrodes can be switched on and off - Eg ] 100 "'
to control transfection within every voxel 5 80 . zg
60 “
INK FORMULATION 40 40
20 20

0

 Developed a composite agarose + hyaluronic acid methacrylate Y5 025 o0 o025 05 %s

(HAMA) microparticle ink formulation to support STEP X (mm) T Z(mm)
. I\/Iethagrylated polyme.rs can be photo-crosslinked to solidify PRINTING TISSUES WITH STEP Broararmmi i aene exoression aradionts
tissue In post-processing 104 —rrr—r g g9 P g
i _ - L @ 103
OH OH O on HC Da_;'
o) @ ~
H‘—o&oﬁl‘(? b \o%@cgﬁ&/ £ 107 0 kV/m 120 kV/m 40 kV/m
OH HO o - NH 8
) o o 2
B > 10° HEK-293T,, .

Agarose and HAMA — negatively charg_end ool e

' " -2 BT -1 0 . 1 2
polymers permit electroporation 10 10 10 10% 10
Shear rate (s™)

104: L | L | L | L | L L 105:' L L L ':
i - -—e— Storage Modulus UV On -
_ 103k d . [-e LossModulus -
s 1 © 104k : CONCLUSIONS AND NEXT STEPS
% 102 - % ! : « Successfully produced patterns and gradients of
O © . .
S [ o Lossmodulus 1 g 10%k - eGFP expression using STEP o
£« Storage modulus « Tissues can be.prmted with near-physiological
N R R TR R ETU I LT S P SR cell densities with STEP
103 102 10' 100 101 102 103 -100 -20 0 50 100
Stress (Pa) Time (s)

Next steps:
« Resolution of a single voxel: 1083 + 38 um ¢ Optimize formulation to improve IPSC cell viability

« Can reach transfected efficiency of >80% « Demonstrate transfection and patterning with
Viability of BJFF-iPSCs is around 40% additional mMRNAs

* Final ink formulation: 3 wt% agarose, 1 wt% HAMA microparticles,
100%x106 cells/mL, 100 uyg/mL eGFP-mRNA for transfection

* Inks exhibit shear thinning and yield stress rheology for 3D printing

» UV cross-linking produces a stiff, robust tissue

03 0 S Harvard John A. Paulson
School of Engineering WYSS
and Applied Sciences
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Moon-Based Sensor Placement for Cislunar Orbit Determination: Object

tracking considering non-Gaussian distributions

Erin Jarrett-1zzi (Draper Scholar)'?, Kenshiro Oguri!, Michele Carpenter?, and John Danis?

"Purdue University, “The Charles Stark Draper Laboratory

ABSTRACT: Orbit determination in cislunar space is an area of interest within several communities where cislunar space domain
awareness Is critical to operations. A multi-gravity dynamics model is employed to attempt to accurately describe the state. Both the
state estimate and error in the state are propagated using a combination of the dynamics model and physical measurements. Previous
work found challenges due to the non-linear dynamics of the system resulting in non-Gaussian distributions of the state. Through the
iImplementation of a non-Gaussian based filter, a large portion of orbits under large uncertainties are able to be tracked.

INTRODUCTION

As Cislunar space becomes increasingly active
robust Space Domain Awareness (SDA) becomes
crucial. While successful missions like NASA's
CLPS program demonstrate the region's potential,
existing tracking methods like DSN and GNSS
struggle to keep up with the growing number of
assets. Studies are ongoing to adapt these
systems or develop new ones, but challenges
remain due to the vastness of the region and the
need for solutions that encompass diverse orbits.
Addressing these challenges is essential for
ensuring safe and sustainable exploration and
development of Cislunar space.

Previous work shows a baseline results to best
inform a moon-based tracking, however this work
strengthens the capabillities under larger
uncertainty and more non-Gaussian regions.

METHODS

v =

Measurements are incorporated into the CR3BP
dynamics model using a Gaussian Mixture
Extended Kalman Filter with adaptive splitting and
merge techniques. This filter propagates several
Gaussian kernels with their associated means,
covariances, and weights. They are combined in
order to get the best estimate of the state.
Measurements are simulated using angle
measurements from a ‘true state’ with added
noise. The sensor model includes brightness, field
of regard, and conjunction exclusions.

PURDUE

UNIVERSITY

RESULTS

Below is a GM-EKF position error plot, with the 3
st dev bound in red, for an L2 northern halo orbit
(left) and a L1 Lyapunov orbit (right). The bottom
subplot shows what exclusion is occluding a
measurement

30 40 50 10 20 30 40 50

Exclusion Caus( -~ FOR Exclusion Caus( -~ FOR
+ 8un

- - Earth - - - e— Earth
— | * Brightness — < Brightness

+ Sun

0 10 20 30 40 50 0 10 20 30 40 50
Time (days) Time (days)

The non-gaussian distribution of the state before
a measurement is seen below for the L2 NH orbit
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DISCUSSION

 The L2NH orbit previously failed under a large
uncertainty without a model to incorporate non-
gaussian distributions. Here we are able to see
that the trails stay within the 3 st dev bounds,
therefore improving the area that we are able to
confidently track. The L1 Lyapunov orbit also
previously failed, and while we do not see a
perfect capability to track we are still successful
86/100 times.

* The distribution of the state after being
propagated through the nonlinear dynamics is
clearly shown to be non-gaussian from the
bottom plot, therefore reinforcing the need for a
non-gaussian tracking method.

CONCLUSIONS

« Overall, the GM-EKF allows for moon-based
object tracking for an increased number of
scenarios which have larger uncertainty and more
prominent non-Gaussian distributions. Future
work will incorporate the GM-EKF into multi-object
tracking scenarios.
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The Impact of Helicopter Vibrations on the musculoskeletal

heath of US Army Aviators

| Julie Johnstont':3, Jordan Dixon<4, and Brian Anthony!

IMIT, “Draper, 3Draper Scholar

ABSTRACT: It is no secret that helicopter pilots are exposed to significant whole-body vibrations, but little has been done to mitigate the issue.
Components have been added to the UH60M to reduce vibrations felt by the aviator, but injury is still prevalent. This project will aim to understand
the extent of Iinjury and pain endured by UHG0 pilots, while testing the impact of UH60 M and L vibrations on a pilot. We Intend to test spine
models on a vibration table to understand the injuries sustained during long duration exposure and continued exposure to injured spine models.
Additionally, a modified survey of past research will explore the efficacy of the AVCS In reducing vibration endured by pilots. We will also gain an

understanding of alternative methods used by UH60 M and L pilots to mitigate or reduce the pain.

INTRODUCTION

US Army UHGO:
1979: UHGB0A first entered service

1989: UH60L entered service
2006: UH60M entered service

The UH60M Incorporates a new component, the
Active Vibration Control System (AVCS).

Purpose of AVCS: reduce helicopter cockpit and
cabin vibrations by mechanically generating additional
alrframe vibratory loads out-of-phase with the main
rotor induced 4 per rev vibrations (vibration due to 4
blades per revolution of MR)

Additionally: adapt with varying rotor speeds between
90-105% rotor speed and changing flight conditions
such as varying weight and CG due to fuel burn or
mission equipment. (UH60M TM 1-1520-280-10)

AVCS Components:
Active Vibration Control Computer (AVCC)

AVCS Electronic Unit (EU)
Force Generators (x3)

Prevailing Issue: UH60 pilots experience chronic back
pain and Injury

Questions: Does the UH60M AVCS effectively reduce
the helicopter vibrations endured by pilots? Do pilots
who have flown only UHG60L experience greater
pain/injury than those who have flown only UH60M?
Does mitigating care (massage, chiro, physical
therapy, etc.) combat the issue and at what cost
physically and monetarily?

Hypothesis: UH60M AVCS reduces the vibrations
endured by pilots, but the incorporation of the AVCS
does not mitigate the deterioration of pilot spinal
health.

I I l MITMECHE

METHODS

Background:

» Past studies have shown strong correlation
between the vibration of Army Helicopters and
aviator injury

 USAARL Report 2017-12 shows the frequency of
each aircraft:

Table 1: Rotary Wing Aircraft Frequencies. Obtained with data from MIL-STD-810G.

Frequencies (Hz)

Aircraft

Fundamental Blade Pass 1st Harmonic 2nd Harmonic

AH-1 5.40 10.80 21.60 32.40
AH-6J 7.95 39.75 79.50 119.25
AH-6M 7.92 47.52 95.04 142.56
AH-64 486 19.44 38.88 58.32
CH-47D 3.75 11.25 22.50 33.75
MH-6H 7.80 39.00 78.00 117.00
OH-6A 8.10 32.40 64.80 97.20
OH-58AC 5.90 11.80 23.60 35.40
OH-58D 6.60 26.40 52.80 79.20
UH-1 5.40 10.80 21.60 32.40
UH-60 4.30 17.20 34.40 51.60

* Gap: UH60 is not broken down into M v L and
therefore does not capture the efficacy of the
AVCS In reducing vibrations

 USAARL Report 2013-07 highlights the effects of
poor posture required to manipulate controls as a
reason for musculoskeletal injury/pain:

TABLE Il. MALADAPTIVE POSTURE REQUIRED OF HELICOPTER PILOTS.

Etiology Pathophysical Posture Resultant

Forward flexion of trunk and shoulders; Kyphotic posture of thoracic
cyclic control with RUE resting forearm and lumbar spine with
on thigh middle to low thoracic spine
fulcrum' and loss of normal
lumbar lordosis

Isometric activity and resultant fatigue of
spinal extensors (erector spinae,
multifidus)

Neck extension: view instrumen t

| Degree of extension (with or without
panel and environs through windshield

segment posture rotary component) and assoc. fatigue
dependent upon pilot height, seat height,
and other factors-
Unsupported sitting; feet required to No support base of feet; Hips and knees flexed (psoas and iliacus
operate antitorque pedals unable to place “flat on the fatigue) with feet dorsiflexed. Posterior
pelvic tilt rocking on ischial tuberosities*
Asymmetric collective control with LUE Leftward rotational twist of RUE resting forearm on thigh contributes
t eral bend to leftward rotation: lateral bend to LUE
use of collective lever®

RUE — right upper extremity; LUE — left upper extremity; LE — lower extremities.
' Compressive loads, particularly in the lower spine (L3-L5), higher in kyphotic than erect seated posture.
? Results exacerbated with addition of head-supported mass (e.g., night vision goggles).

3 Some aircraft with stability augmentation or automatic flight control systems allow for “feet on the floor” flying rather than continuous antitorque

pedal adjustment in cruise and other specified flight conditions.
 Trunk flexion exacerbated when seated with <70° knee flexion.
> Bend exacerbated in low-power settings with more horizontal collective lever position.

Survey:

* Approximately 250-500 participants (Goal)
 UH60L and UH60M pilots

* Retired, Active Duty, Reserve/Guard

April 8, 2024

METHODS CONT.

Vibration Experimentation:
o Utilize a vibration table and models of various

spines using required positioning and different
known injuries (bulging disk, herniated disk,
fractured vertebrae)

* Apply known vibration signatures of both UH60M

and UHG60L to vibration table

* Observe impact of applied vibrations using high

speed cameras of MIT Nano Lab (Dr. Anthony)

DISCUSSION

Understanding how the helicopter vibrations impact
the musculoskeletal health of UH60 pilots has
numerous nuances that are difficult to capture. How
do the vibrations exacerbate the poor posture
required of the pilots to manipulate the controls. This
will expose many underlying issues of human factors
Integration in cockpit design and modernization.

EXPECTED OUTCOMES

At this time, no conclusions can be drawn given the
iInfancy of the project.

Potential Conclusions:

« UHG60M vibrations may not be reduced enough to
truly mitigate the impact on aviators.

 We aim to quantify the efficacy of the AVCS to
understand the additional measures required to
mitigate the impact of helicopter vibrations on a
US Army Aviator should be developed.
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Stochastic Guidance for Aerocapture at Uranus

Alex Meredith!2, Chris Jewison?3, Jonathan How!

IMIT Aerospace Controls Lab, “Draper Scholar, SDraper

ABSTRACT:. Aerocapture is a key enabling technology for NASA’s planned Uranus flagship mission. Previous studies have shown
that aerocapture can reduce flight times to the ice giants by 5 years [1] and can increase payload mass by 40% [2] when compared to
fully propulsive orbital insertion. However, atmospheric uncertainty significantly increases the difficulty of successful aerocapture at
Uranus. This poster presents some preliminary results on modeling the atmosphere of Uranus as a Gaussian random field and
proposes integrating this model into stochastic guidance algorithms for aerocapture at Uranus.

INTRODUCTION METHODS DISCUSSION

We generated 1,000 possible Uranus atmospheres
using UranusGRAM [3]. We then performed a
Karhunen—Loeve expansion (KLE) on empirical
atmospheric perturbation data to get a discrete
representation of a Gaussian random field
representing the Uranus atmosphere. With A and ¢
representing eigenvalues and eigenfunctions of the
normalized density perturbation covariance matrix,
respectively, the KLE density is given by [TODO cite]:

Aerocapture Is a
maneuver where a
spacecraft dives
through the
atmosphere of a body
to slow down and
prepare for orbital
Insertion, as an
alternative to

These results indicate that a KLE-generated
Gaussian random field can represent density with
similar statistics to UranusGRAM, as expected.
Other researchers have previously found similar
results for MarsGRAM [4]. Our results are
consistent with the literature.

propulsive orbital FUTURE WORK
Insertion. h 5(h 50
» . . = + Yo N0, DA/ ¢;(h -
Conditions experienced during aerocapture are p(h) = p(h) + iy N (0, Dy/Adidpi(h) These results are preliminary and are part of a
similar to those experienced during atmospheric broader research effort towards improving guidance,
entry and descent. A nominal aerocapture trajectory navigation, and control for aerocapture at Uranus.
at Earth, using fully numerical predictor-corrector | | D
guidance (FNPAG) is shown below, with peak RESULTS We are cgrrently deve_lopmg stochastic optlmlz_at_lon-
dynamic pressures on the order of 11 kPa. | | based guidance algorithms so that we can optimize
Atmospheric uncertainty poses a major challenge The plot below shows density profiles samplgd from over a prob_ablllstlc distribution over atmosphe_rlc |
for aerocapture at Uranus. UranusGRAM and from our KLE representation of density during aerocapture. We expect that this will
density. Statistics are computed over 1,000 samples iImprove the fidelity of aerocapture guidance, and
125 - from each model. hope that it will reduce mean delta-V and reduce the
2 100 probability that extreme atmospheric conditions lead
£ £ 10000 - g = = = KLE 3-sigma bound to a crash or escape from the Uranus system.
= 75 —= = GRAM 3-sigma bound
T T T T T KLE sample
0 100 200 300 400 8000 - GRAM sample
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Silicon Photomultipliers as Free-Space Optical Communication

Sensors

Leonardo Gallo', Joseph Hollmann?4, Carl Hansen?4, and Kerri Cahoy3
'MIT Draper Scholar, ?Draper, 3SMIT STAR Lab

ABSTRACT: Silicon Photomultipliers are solid state sensors with low voltage operation, single-photon quantification, and insensitivity to
magnetic fields. They are commonly used for bio-imaging and lidar. The two output signals inherent to the SiPM architecture characterize the
instantaneous photon flux and its derivative. These signals are denoted as the standard axis and fast axis signals, respectively. The simultaneous
access to these signals enables pointing (slow axis) and free space optical communications (fast axis). The simulation of a 2x2 SIPM array
scanned by a 2Zmm diameter beam resulted in an angle accuracy of 1 urads . A model that simulates the response of a SiPM to high-speed pulses

IS iIntroduced. Lastly, a power link budget for a crosslink of 1,000 km and Bit Error Rate (BER) requires a transmit power of at least 37.8 m\W.

INTRODUCTION RESULTS DISCUSSION

« Silicon Photomultipliers (SiPMs) accurately quantify a signal * Optical Link Budget  The reported angle accuracy from the simulation is in the
of light at the single-photon level. order of 1 urads. In comparison, the TBIRD[2] mission
 Key advantages of this solid-state sensor include low accomplished 10 urads.
voltage operation, insensitivity to magnetic fields, and * |tis possible to further improve the angle accuracy by
uniformity in response. modifying the diameter of the collimated beam and

 The sensor reports information on a slow axis Specifications decreasing the gap in between the sensor array.
(instantaneous photon flux) and fast axis (derivative of L'=1000 fm  The experimental NEA is limited by the FSM (60 urads)
photon flux). A =525nm «  The required transmitted power to achieve a BER of 10/-
 The sensor performance is evaluated for a 3U CubeSat Fora BER=107° : 6 for SiPMs is round 37.8 mW. This is an order of
cross-link. The communication demonstration requires data N > 125 photons magnitude lower than the 200mW transmitted power for
rates of 20 Mbps and a link distance of 1000 km. The slow P, = 37.8mW the CLICK BC Mission[3].
axis (100Hz) used for pointing, and the fast axis (200MHz)  For the high-speed pulsing simulation, the noise in the
for communications.  High Speed Pulsing signal is modeled as shot noise.
““““““““ Tyt ) « Experimentally, On-Semi’s C-series SiPM is tested at 20,
| ?P ?P ?@ @‘ tttttttttt  — | | " Sandard 9 | | [ s 40, and 80 MHz. The results match the simulated values.
=l % THETRE IAdas“ °T T | | ‘ J | SiTM\ o
| H HE HE H- 7‘. ' ‘
—_— ] Wil
[ —— o f 3 =5 I

Figure from STAR Lab’s CLICK B/C Mission Figure from OnSemi’s C Series SiPM

\ | \ — « ACOTS SiPM from OnSemi is shown to have angular
T \ | i it resolution of 1 urads and a measurable response to 80

A

o — N
T T

o — N w BN
T T

| \
METHODS lr‘““*ﬂ’ it MWL” i M‘" o MHz pulses both in simulations and experiments.
Ay o 4 T e 1 P . « Additionally, the SiPM simulation correctly models the
[ P t 2 2 S PM A time [s] 10 time [s] x1077 . y . . . .
ointing (2x2 Si rray) ‘ SiPM’s avalanche current with no circuit complexity
_ _ introduced when modifying the number of firing cells.
l-- pe Qo M) (ot M) NEA(00y) = o [+ * Noise Equivalent Angle * Averaging the pointing signal directly decreases the NEA.
* For future experiments, an FSM with higher step resolution

SNR e = /sampleg,eSNR; _ _ o
-- L, (NN++N,‘$Z+,§N1}2V) ; IS needed to test the SiPMs NEA limit.

fcomms ° 1 1 ' '
samplegye = "2 FSM 2x2 SiPM Array Future wo.rk will |nCIL_Jde a case §tudy of various geometries
and material properties of the SIPM as well as a
* High Speed Pulsing demonstration of simultaneous pointing and communication
_ 7w _ 7w Lens System 0 =1 urad to the sensor with various modulation schemes.
H(S)_S fat H(S)_ig'CdJrl - Hmm —1522mrad
d max = -
4 RaNE S CoNt == | | Laser
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Undersea Wireless Power Transfer Systems: A

Parametric Design Map

Derek Gess?:3, Kasia Oleske?”, Robert Doyle?, Peter Kerrebrock?, Sara Barron4, and Michael Short3

Draper Scholar, “Draper Laboratory, 3Massachusetts Institute of Technology

*Author to whom correspondence should be addressed

ABSTRACT: Inductive wireless power transfer (IWPT) has emerged as a promising alternative for charging high powered systems in air, surpassing traditional methods
due to its advantages in efficiency, convenience, and robust design. Recently, IWPT has been employed in remote charging systems for autonomous underwater
vehicles (AUVS) to increase mission length and travel distance and speed while decreasing required oversight to operate the system [1]. However, the technology used
In air cannot be directly transferred to an underwater environment due to differing environmental conditions, such as, but not limited to, higher hydrostatic pressures,
lower temperatures, ocean current disturbances, and a conductive medium [2]. This research aims to design an undersea IWPT system that Is versatile, durable, and can
transmit >1 kW of power by analyzing geometrres and materials used In in-air WPT applications and comparing their performance with geometries that are applred to
current AUV designs. The geometries were modeled using ANSYS Maxwell and the coupling coefficients of the primary and secondary coils were parametrically
analyzed as a function of both gap distance and lateral misalignment. By maintaining a high coupling coefficient, a higher magnetic flux can be received by the
secondary coll, therefore increasing charging efficiency. It was found that the R-type undersea coupling design performed similarly to the rectangular and circular in-air
designs, while the CA- -type and half CA-type coupling was comparatively suboptimal. The high coupling coefficient of the R-type design Is advantageous for underwater
IWPT systems as it can minimize magnetic field losses and maximize charging efficiency.

INTRODUCTION RESULTS DISCUSSION
 AUVs used for environmental, scientific and military applications [1]. In-Air Undersea  The R-type coupling geometry kept comparable coupling
+ Undersea adds additional challenges to charging [2]: Rectangular Circular R-Type Half CA-Type coefficients to the in-air designs across the parametric analyses.

o CA-type and half CA-type did not perform as well, most likely due
to wasted surface area in the secondary colil that did not
maximize magnetic flux.

o Increased misalignment due to ocean currents.
o Decreased coupling due to biofouling.

o Decreased longevity due to enhanced corrosion.
O

ncreased eddy current losses due to conductive saltwater medium. Circular Rectangular R-type CA-type Half CA-type
Table 4: All designs were tested in air. The size of the coils was kept consistent, where the 0.9364 0.9286 0.9339 0.6423 0.4859
Type Pros Cons diameter is 400 mm, the copper coil thickness is 10 mm, and the ferrite thickness is 20 mm. Table 5. ’ e ant N des . :
Direct e Difficult alignment constraints Table 5: Coupling coefficient in each design at a gap distance of 5 mm.
Electrical e Fast Charging e Lower life cycle = R-Type
Contact e High efficiency o Vr/eal.< concealment (corrosion/short 1.0 —o— Circular « However, the CA-type and half CA-type use significantly less
(DEC) g‘lrcu't)h | o ~ 4 Rectangular materials than the R-type, as shown below.
e Slow charging 9 - —v— CA-Type - :
Solar e Essentially unlimited e Location, season and weather dependent . o Half gA o This reduces both the Welght and cost of the IWPT system.
range e Surface to charge 08 - )
e Weak concealment = Circular Rectangular R-type CA-type Half CA-type
Battery * Weak concealment 5 0.7 - 0.00377 0.00480 0.00471 0.00368 0.00207
. e Fast chargin e Manned =
Swapping SIng e Regquires resurfacing E 06 Table 6: Ferrite volume (m?3) in each design at a gap distance of 5 mm.
30
et i osemng sy + s suns
%_ 0.5+ Transfer
Table 1: Various types of charging methods for AUV systems [1]. é; L distance CO N C L U S | O N S
METH O DS ' « Coupling coefficients for geometric coupling designs for undersea
037 IWPT applications were analyzed.

« Goal: Arobust, versatile and durable IWPT system capable of 0.2 - o R-type Coupling_ ge(_)metry showed _to be rnost comparable with_

transmitting >1 kW of power. | | | | | | state-of-the-art in-air geometry designs with a maximum coupling
. Present day state-of-the-art high-powered IWPT systems in-air and 0 10 20 30 40 >0 60 . Fur(t:rcr)ee:fgeegst'()f 0.9339 at a gap distance of 5 mm.

undersea were compared below. Transfer Distance (mm) L . o . .

P : . . . . . o Test lateral misalignment in undersea applications while keeping a
Figure 1: Coupling coefficient of coupled coils as a function of transfer distance. Transfer tant ferrit |
Reference Date Output End-to-end Operating Geometry distance is the width of the gap between the primary and secondary coils. Cons_an €rrite vo ume_' , o _ _
Power Efficiency Frequency ® Cc_)n_trn_u_e to mode_l various geometries to maximize coupling while
—=— R-Type minimizing material volume.
3] 2023 11 kW 93% 85 kHz N/A 0.7 - — e Circular

o Change the operating region to seawater and compare results to

” . —4— Rectangular air
3 2019 120 kW 97% 22 kHz DD . : :
- i 0.6 - ~ v CA-Type o Simulate eddy current losses due to conductive saltwater medium.
4. 2012 60 kW 83% 20 kHz -Type ¢ Half CA o Test the impact of hydrostatic pressure on different ferrite
+ 0.5 - materials.
[5] 2015 38.7 kW 73% 10.8 kHz DD Q
Table 2: Current high-powered WPT systems in an air environment. © 0.4 4
2 T ACKNOWLEDGEMENTS /
Output End-to-end Operating Geometry 8 0.3 - Misalignment R E I: E R E N C ES
Power Efficiency Frequency g-
y - O L) . .
UT‘_’h°k‘,fc 2004 00 W 20% N/A cone tlype O 0.2- I'd like to thank Isaac Ehrenberg and Akram Kalate for their help
niversity circular : : : :
Harbin IT 2020 630 W 29.7% =0 ks Dipole type wrthI _ANt_SYS _M?va;e_ll_l and understanding magnetic material
- : ] a IcCalions In :
Nanjing IT 2023 575 W 92.51% 50kHz  Circular Arc- 0.1 PP
type E?E?rgr]l'zzs:eti, T. T. Truscott, D. N. Beal and Z. Pantic, "Review of Wireless (.:har.ging Systerrrs for Autonomous Underr/vater Vehicles," in. IEEE Journal of Oceanic Engineering,
Huazhong 2017 1.0 kW 92.41% 465 kHz  Three Phase 0.0 - | - | - Gemeration (66) Wireless Networks: Opporeuniies, hecent Advanses, and Teshmal Chalenges? 1 nian S Eng 2022, 10, 1383, |+ e o
University coil =75 -50 —25 0 25 50 75 7 eemology and sk mansgement eTansporttion, voume 2, 2019, 100013 5N 2500168, | Sy e v
Zhejia ng 20 17 300 W 77% 5 2 kH 7 R-Type M |Sa| |g n me n‘t (m m) [4];/:;:;;,_;2;;/;/.;l;:)a./;(; i_e;::tijnr}gsil.l.Rsrrnr;oj’-\ld’vs;.c;;r;\6\’lvl\|ﬂrzlrecshs;;1v;(.er Transfer Systems for Roadway-Powered Electric Vehicles," in IEEE Journal of Emerging and
. . . . L. . . . [5] K. Ukita, T. Kashiwagi, Y. Sakamoto and T. Sasakawa, "Evaluation of a non-contact power supply system with a figure-of-eight coil for railway vehicles," 2015 IEEE PELS
UnlverSIty F|gu re 2: Cou pl | ng Coeff|C|ent as a fu nct|0n Of Iate ral misa | |gn ment at a COhSta nt tr‘a nSfer Workshop on Emerging Technologies: Wireless Power (2015 WoW), Daejeon, Korea (South), 2015, pp. 1-6.
. . . . [6] Xia, Tao, Hang Li, Haitao Yu, Yangfei Zhang, and Pengfei Hu. 2023. "A Circular-Arc-Type Magnetic Coupler with Strong Misalignment Tolerance for AUV Wireless Charging
Table 3: Current high-powered WPT systems in an undersea environment [6]. distance of 50 mm. System" Journal of Marine Science and Engineering 11, no. 1: 162.
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Multidisciplinary Design of Aeroassist Vehicles

Daniel Gochenaurl4, Marshall Galbraith2, Dave Benson?3, and Olivier de Weck?

IDraper Scholar, “Massachusetts Institute of Technology, Draper Laboratory

ABSTRACT. A multidisciplinary analysis framework is proposed to study challenges relevant to the design of space systems that use
aerodynamic forces to modify trajectories, such as aerocapture and aero-gravity assist vehicles. The framework integrates toolsets to
model vehicle geometries, analyze their aerodynamics, and propagate trajectories, among other disciplinary analyses. The investigation
seeks to use the framework to identify optimal aeroassist vehicles. Particular focus Is placed on the path-dependent coupling of vehicle
shape, aerodynamics, and thermal response during flight accounting for the effects of vehicle shape change due to ablation.

WHAT ARE AEROASSIST VEHICLES? RESEARCH QUESTIONS RESULTS
* Aeroassist vehicles are space systems that use * Aeroassist vehicles experience considerable  Blunt and lifting-bodies modeled, analyzed, and
aerodynamic forces to modify their trajectories aerodynamic heating, causing mass ablation propagated In aerocapture trajectory loop
 Examples include:  The effects of the resultant shape change are poorly Blunt-Bod Liftina-Bod
* Aerocapture understood, leading to the below research questions unt-cody mng-body

* Aero-gravity assist 1
* Aerobraking

 The above examples offer a variety of
advantages over purely propulsive maneuvering

What steps need to be taken to model and analyze
systems undergoing shape change in flight?

What Is the effect of recession on aerodynamics and
the trajectory during aeroassist maneuvers?

Aerocapture Maneuver Diagram: 3. What is the uncertainty in aerodynamic performance
due to ablation at a variety of destinations? Blunt-Body Uranus Aerocapture Results
Atml‘j:ipiilem 4. What Pareto optimal vehicle designs can we identify L % o0 . S
for aerocapture and aero-gravity assist missions? | . £ 150
Periapsis Raise [ %;200 f 50|
Maneuver METHODS E” : | 2,
> a0 Timo (min) " ’ Time (min) h
 Develop a multidisciplinary analysis framework for | 78
the design and optimization of aeroassist vehicles 3 \/ 9|
Hviiettiolic Atmospheric  Framework involves generation of geometries, ; |
Approach Entry aerodynamic analysis, ablation modeling, and _ | | | I | |
trajectory propagation within design loop ) > X R © Twew . Tme@w)
« Ablation modeling handled using free-form o | |
Aero-gravity Assist Maneuver Diagram: deformation, where recession is represented as the Lifting Wall Pressure Blunt-Body Recession Mapping
alteration of splines that define the geometry WALL PRESS Pa Original Surface
Outbound Path _ _ _
X (Non-AGA) | oy | [ vwnrey [ Taem [ [ lowe
‘ GRAM b
/ 5 Geometry
~ AGA : OML
Outbound Path ~38 ’ Dencration ﬂ/ /

\tm’/ E_S_,P 0 ] Ablated Surface

(V\"Tlth AGA) 3\ Asmther_mo- ﬁ/ Cy,Cp, Cap ‘ / OI\«*[;q &p /
’ ynamics ap
7’ N
ST conero @ ——_ » L : ACKNOWLEDGEMENTS
s’ (Propagate 10s) History
Hyperbolic opeas <\ ! Financial support provided by the National Defense, Science,
Approach Calculate ﬂ/ Panel / . pp P Y . .
Ablation Rates Recessions and Engineering Graduate Fellowship. Computing resources
I 9 g P puting
\ provided by the Army Engineering Research Development

Translation to ]
/ i * FFD Control Center and MIT/Lincoln Labs SuperCloud.
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Design Exploration of a MEMS Stirling Engine

Ryann Heel?, Kasia Oleske?3, Brian Munroe?, Jim Bickford3, Joseph Aghia3, Jim Dombrowski3,
Ronald McNabb?3, Jeffrey Hoffman+

IMassachusetts Institute of Technology, “Draper Scholar, 3The Charles Stark Draper Laboratory, Inc.

ABSTRACT:. As technologies continue to advance there is a desire to make energy sources as small as possible and as powerful as possible. Space probes and other high reliability
systems have a need for power In remote, harsh environments that require novel materials development to meet growing power and thermal management requirements while still
maintaining small form factors. Today there are no micro power systems that have efficiencies greater than ~2% which meet all mechanical, thermal, and system requirements for
space probes and other small form factor power needs [1]. However, Stirling engines are promising thermoelectric power conversion technology and are known to achieve high
efficiency (30-40%) [2]. If this efficiency can be maintained in a small form factor, miniaturized Stirling engines would be a widely desired technology. This study seeks to explore the
design space of a 2W miniaturized Stirling engine for applications in small-scale (mm), high efficiency power generation. Previous work has laid out a solid thermodynamic foundation
for miniaturized Stirling engines and shown major gaps in the technology, one of those being the overwhelming parasitic losses that occur at such a small scale [3]. Our design aims
to mitigate these losses and find an optimal efficiency through modeling done in Simulink. Early models have displayed a 7.1% mechanical efficiency at 2W. We predict that as
continue to optimize each of the parameters in our model and focus on parasitic losses, we will be able to achieve a much greater efficiency compared to what is currently available.

INTRODUCTION RESULTS DISCUSSION
) fomm Side View : -

. Stirling engines operate by compressing and expanding a Double acting Stirling éﬁ _Glass was chosen as t_hg housing around the pistons because of
‘working fluid’ to generate heat energy which can be converted with balanced pistons: it's low thermoconductivity. Early runs of our model showed we
into mechanical energy. were losing a significant portion of heat through the housing,

. . . L At such a small-scale =] [|25 | . . o - .

* Stirling engines have some of the highest eficiencies compared deviations in the biston El | [mm i which made this a priority parameter to optimize for. Since we
to competing technologies. . o . P can relate heat through the housing:

« Miniaturized Stirling engines were first studied in 1989 and a motion could eventually (A -Th)

fundamental thermodynamic framework was built up from there. lead to reduced | X _

* In 2018 a research group produced and tested a prototype at the efficiency or in some Gold Gald _ L o
mm scale. The prototype did not work as predicted and this was y ’ ' " By reducing the overall housing area it increased our
likely due to unaccounted parasitic losses[3]. Key components cases a non- overall mechanical efficiency from 4% to 7%!
here are the heat source, working fluid (gas), free piston design, operational system.

and regenerators * | | The des'gn need here q —Olass Housing Area v Efficlency ; d=0.210 . Heat Flow v E ; GHA=2.204e-6 m” _ m
_, - S | ' is to make sure we | | S
Incompressible Fluic _ 20 B i i o B = . | | - m
p \// \ = | -~/ have balanced piston Siusoidl Motion | | ength 8
Regenerators /‘;’; \ %15 e -_ mOtIOn Double — Acting Stirling Engine 14] 25| FP{ieS:e): side 026.2 ::
edle e ?:,{»\ Pieiiiiiiiilanar :;0 ﬂj A We have aISO InCIUded | :;adius 100
A 4 . ‘ Membrane  Spring ’ regenerat() s in the | d 0.0213
F “‘ ¥Thennal 1solation STt—— :e >4 SyStem tO help Elj\i/\clieerncy ~721(:/00 W
W\ . : maximize heat transfer. et Fon " Frequeney <100 e
[3] Chambers Piezoei;c&i; platiat nllilc(roldulilt: [2] Oo% 0%
“ | Piston deviation
We were able to model CONCLUSIONS
METHODS this design using
Simulink to start . . .
. . . . . . We will contin Xplore the model with th | of

Our design considered key findings in past work and observing the engine e will continue to explore the model with the goal o
- L " establishing a viable design space for a MEMS

prioritized mitigating parasitic losses. performance and pull Stirl . . W threshold. O orat

»  Firstly, Stirling engines gain efficiency based on the = an estimated :Ir |r;g ennge glvhen a ; reshold. d_‘fr exlp oration

temperature differential, as you scale down it mechanical efficiency Siflele | will also explore the space tor non-traditiona
becomes exponentially harder to maintain a large from the model. The materials in search of the highest attainable
temperature difference between hot and cold idea is that each pair of efficiency for this design.
sides. This means that we want to create as much pistons will create a
distance between the hot and cold side as possible | sinusoidal motion to vode! inputs ACKNOWLEDGEMENTS /
- maximize piston length offset the other. > Material properties REFERENCES
.. | dimenc
« Second, we need to manage our parasitic losses However, our model + Damping (glass .o, kapton
. . u ousing area e . . .
one of the largest being conductive heat loss. A first ran into stability + Spring constant e MEMS - Twould like to thank my advisors Kasia Oleske,
free piston design allows for a completely closed issues resulting from e > Temperature Jeffrey Hoffman, and the rest of the Draper team for
system (easier to contain heat), no mechanical the four pistons e oreie | Model outputs their support in this project.
: - - — g > Pi |
linkage (reduces complexity and increases deviating. We corrected > Eficiency |
||fet|m9), and hlgh thermal eﬂ:IClenCy thlS |Ssue by addlng a (er%icl::r?g;;:al « [1] Wilson, et al. “Radioisotope Heater Unit-Based Stirling Power Converter Development at NASA Glenn Research Center,”
® RegeneratOrS are aISO key Component a.S they hard Stop to the endS i -Il__loet;l: Hce)\?vttff!?ZVUQh [NZ??_':QTSI\./II\(/IZaOsloSn),.”Realistic Specific Power Expectations for Advanced Radioisotope Power Systems,” NASA, (2006).
Store exceSS hea‘t that mlght norma”y be Iost and Of thIS plStOnS the housing [3] Begot, et al. “A novel model and design of a MEMS Stirling engine,” International Journal of Heat and Technology, (2018).
. . . [4] Velumani, Siriam. “Double - Acting Stirling Engine - Renewable Energy - Stirling Engine.” Renewable Energy - Stirling Engine,
maX|mlze heat tranSfer between the plStonS 2016, https://sites.google.com/a/emich.edu/cae546816t5/history/types/double---acting-stirling-engine. (2016)
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Seeking Computational Efficiency While Optimizing Formation Flying Trajectories in

the Vicinity of Lagrange Points under the Influence of Solar Radiation Pressure

Hailee Hettrick'%, Begum Cannataro?®, and David Miller’

'"Massachusetts Institute of Technology, ?Draper Scholar, 3Draper

ABSTRACT: To enable computational efficiency when optimizing for a mission’s trajectory of two spacecraft flying in formation about a
Lagrange point (where one is under the influence of solar radiation pressure), techniques from applied mathematics are employed to
find approximate analytical solutions to the restricted three-body problem. Additionally, the approach for finding the mission’s trajectory
utilizes the naturally occurring dynamics of the regime, thereby minimizing fuel expenditures while maximizing science yield.

INTRODUCTION

JPL’s proposed mission, HabEx, was designed to take
advantage of the formation flight of a space-based
telescope and starshade about Sun-Earth L, for
superior exoplanet characterization.

The cost of superior characterization is the additional
cost of second spacecraft and fuel expenditures.

This work seeks to find a maximal yield path for
imaging target stars that minimizes fuel expenditures
via the naturally occurring dynamics of the regime
during retargeting maneuvers.

Additionally, this work desires to do soin a
computationally efficient manner, since the dynamical
model of this regime has no closed-form solutions.
This work advances and builds on that of Sanchez [1]
and Soto [2] and relies on mission design information
from the HabEx Final Report [3].

METHODS

To enable computational efficiency, and thereby enable
the quick execution of simulations to achieve fuel and
yield optimality, closed-form approximate analytical
solutions for the dynamical models are required.

The telescope may be modeled using the circular
restricted three-body problem (CR3BP), but the
starshade’s large surface necessitates it being modeled
as CR3BP with solar radiation pressure (SRP), which is
generally a non-Hamiltonian system.

The Lindstedt-Poincare method with successive
approximations is used to create approximate solutions
for CR3BP and CR3BP with non-Hamiltonian SRP;
therefore, numerical integration of the equations of
motion is not required when designing the trajectory.
Having determined closed-form solutions, a “star-first”
approach is used that when a target star is observable
with respect to the telescope’s position, the necessary
position of the starshade is calculated, and the closed-
form solutions are used to identify if that position is
coincident with a periodic orbit.

RESULTS
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Figure 1. The final position error norm of several orders of

analytical solutions compared to numerical solutions for various
halo orbits in CR3BP
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order analytical solutions compared to numerical solutions for
various orbits in CR3BP with non-Hamiltonian SRP
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Figure 3. The first retargeting maneuver in a five-year mission.
The left-hand plots indicate the control time history, the middle
plot illustrates the starshade’s path, and the right-nand plot

shows how the line-of-sight vector moves in the inertial frame.
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DISCUSSION

Both position error norm plots show that the accuracy
of the approximate solutions increase as the order of
the solution increases. Moreover, the accuracy of the
solution decreases as the amplitudes increase.
Therefore, a sufficiently ordered solution should be
used for the desired amplitude to achieve sufficient
accuracy (Figures 1 and 2).

This work improves on Soto [2] by utilizing the naturally
occurring dynamics of the starshade during retargeting.
This work improves on Sanchez [1] by considering SRP
when modeling the starshade and the required imaging
time for exoplanet characterization.

Using the approximate solutions in the optimization for
finding the full mission path results in the naturally
occurring dynamics being used (Figure 3).

CONCLUSIONS

Key contributions from this work include the
development of closed-form, approximate solutions for
CR3BP with non-Hamiltonian SRP and the identification
of a periodic orbit given a position in space. Both enable
the computationally efficient optimization of the
trajectories of two spacecratft flying in formation for
exoplanet characterization.

One next step is to include removing the assumption of
the telescope remaining on a single halo orbit — permit it
to move across an energy-optimal neighborhood,
thereby opening up the solution space of the optimal
path finder
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ABSTRACT: Fixed-wing small uncrewed aircraft systems (FW-sUAS) are a versatile and cost-effective platform for information gathering tasks in challenging
environments, however fast, accurate path-following guidance remains a challenge. In pursuit of high-performance guidance, this work develops a novel
algorithm for enhancing generic nonlinear model predictive controllers with a learned meta-level policy. Our key insight is to reason over the combined MPC-plant
dynamics. This allows for the formulation of a meta-level optimal control problem wherein a meta-level policy takes actions which adaptively parameterize the
MPC controller for improved closed-loop performance. Utilizing approximate dynamic programming, an expert meta-level policy is created and used to to train a
neural network approximation via imitation learning. Extensive simulation experiments showcase the performance and computational efficiency of our method
when applied to the 3D path-following guidance problem, with real-world flight test results coming soon.

INTRODUCTION RESULTS DISCUSSION

» Fast and accurate 3D path-following guidance for After training Learning-Enhanced MPC (LE-MPC), Simulation experiments demonstrate how LE-MPC:
autonomous FW-sUAS is a fundamental yet Monte Carlo Experiments compared against two » outperforms state-of-the-art controllers across
challenging problem due to nonlinear dynamics, baseline MPC methods and a lookahead method. all metrics in Monte Carlo simulations.
limited control authority, strong disturbances, and Table 1: Mean Performance Statistics on Training Path * reduces solve times by 25% from MPCC.
constrained onboard computation. Airspeed [m/s] | Lap Time [s]  shows good generalization to unseen paths,

* Model predictive control (MPC) is SOTA for high- FWFH 215 () via local path segment inputs during training.
performance applications; explicitly optimizing | | | - reduces MPC sensitivity to short horizons.

|l ookahead 14.5(+394.9%) 18.0(-7.7%) 153.9 (33.4%)

controls over dynamics and constraints. B B E— Limitations of the current work are:
. . . . . - 4 (+ A% .7 (+0.6% 5(-4.1% . -24.5% .
« Path-following MPC often jointly optimizes control S I B * assumed an accurate model, full 3D wind
. . . - .3(-20.1% 3 (+3.9% 3 (-5.2% - -24.6%
and path reference, increasing OCP complexity LE-MPC ( ) (+3.9%) £5:2%) | ) knowledge, and no feedback delay:.

Table 2: Mean Performance Statistics Over Unseen Test Path * the OLR-MPC meta-level policy is

- - ISRl computationally expensive, scaing with number
~ T‘"i%ﬁ )

MPCC 0.788 () 21.5 () 150.5 () 2.15 ( of rollouts, rollout length, and MPC solve time.

PR LE-MPC ~ 0.693 (-12.0%) 21.5(+0.01%) 149.8 (-0.43%) 1.62 (-24.6%) This makes data gathering slow (~1 hour).

. -~ i
Fig. 1: CU Boulder RAAVEN conducting a low pass maneuver.

= CONCLUSIONS
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METHODS » Learned meta-level policies provide a flexible and
Given an optimal control problem (OCP) at time i: e effective framework to dynamically parameterize
-~ — e MPC algorithms while maintaining constraint
U = argmin T (X, Wi |2)) + Iy (v |2;) satisfaction and interpretability of traditional MPC.
UN-1 k=0 Fig. 2: Training Path Fig. 3: Unseen Test Path  LE-MPC successfully applies meta-level policies
S.t. Xpepr = F (X, W, Wie) 600, — — 225 to path-following guidance for FW-sUAS.
k=0 = X Wi =W; 514.3 - ke LEMPC A P »  Ongoing work is deploying LE-MPC and baseline
\hk(xk,uk) <0 vkelo0,..,N—1] y ¥ el L e guidance algorithms in flight tests onboard the
2 A 150§ RAAVEN FW-sUAS (Figure 1). Flight tests will
The resulting MPC policy is: mypc(x;, W; Z;, ¢;) = uy, where z S e s > validate the controllers’ performance under real-
are cost parameters and c is the MPC solver state. A meta- 5 %7 o 1252 world plant-model mismatch, sensor noise,
level OCP is defined by combining MPC and aircraft systems f;% 17141, /,&:__w” A 1.00 § computational delays, and disturbances.
in-tt(; a mtetei!-levle/ Stystem: Sitq ; [xi+1,.ci+1, a;| = I*E(sli, ail, w;) I ‘,L}».’..,::::.::::‘::-"*~~r ________ N - _0.752
Wi meta-level action a:. = z:. Reasonina over meta-level = | AL Acveereninnnnniin,
dynamics improves perfi)rmalnce with regl-time iteration SQP 00 fo 5 70 75 50 ACKNOWLEDGEMENTS /
methods commonly used in robotics. One-step lookahead w/ MPC Horizan Length (N) REFERENCES
rollout (OLR) finds a meta-level policy by solving: Fig. 4: Effects of Horizon Length on Cost and Solve Time 1. Hirst C.A. Bird, J. J., Reale, C., & Frew, E. (2022, March). Nonlinear Model Predictive
. ~ Control for Agile Guidance of Fixed-Wing sUAS. In 2022 IEEE Aerospace Conference
TvL(Si, W;) = arg min (g(si, a;, w;)+ J" ML (si+1)) _ (AERO) (pp. 1-11). IEEE
a;cA Path'FO”OW|ng Cost: 2. Hirst, C. A, Reale, C., & Frew, E. Learning-Enhanced Model Predictive Control for Path-
_ _ _ 5 “\ 112 Fgllowing Guidance of Fixed-Wing sUAS. In Revi_ew. | | |
However, OLR is too complex to run online, and is therefore g(s, a, W) — ,u| |Va,max -V, | |2 + ||r —Tp (‘ﬁ )Hz 3. ;I:reséiccif\i;/,:\.élsr?tar:)el,fgr”F%/V ZEVXSE..IS[I)D rlzi)g]r-;t?olﬁwmg Guidance via Nonlinear Model

used to train a meta-level policy via offline imitation learning.
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ABSTRACT: Machine learning and artificial intelligence methods have made significant progress in recent years, enabling
their deployment on compact edge computing devices. In academia, this field of research is commonly referred to as
TinyML and explores the coupling of low-power embedded systems and machine learning models. As with any computing
field in its infancy, proper hardware and software security mechanisms are often initially overlooked, allowing data leaks,
privacy breaches, and other malicious activity. To address these issues, this project aims to provide a series of
implementation standards for the hardware through software levels of TinyML devices to enable safe development,
deployment, and usage of these pieces of technology.

INTRODUCTION

Motivation:

» TinyML explores the coupling of low-power edge
devices and machine learning models resulting in
intrinsic compute, memory, and power constraints
TinyML devices have a variety of use cases similar to
those of traditional loT devices and as a result are
often physically accessible
These devices contain proprietary software, model
parameters, and observed phenomena which if
exposed or tampered with can lead to loss of
intellectual property, privacy breaches, or erratic
behavior
These threats are exacerbated by their physical
accessibility

Implementation specific security mechanisms must be

put in place to prevent the TinyML devices from being
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