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INTRODUCTION RESULTS

EV characterization: miRNA from isolated EVs may show differences in expression 

after CCI. Pathway analysis of these miRNA are associated with cell injury and 

pathways of cell survival and apoptosis. Further validation of the mRNA targets is 

needed to better understand interactions.

Platform Integration: Neurons remain viable in the system over time, but additional 

cell types need to be incorporated to establish a blood-brain-barrier. Fluid flow will 

need to be tested to study the effect of different flow rates on tissue growth and 

viability. The tissue also needs to be injured or challenged in the system. 

Development of additional sensors, such as for continuous glutamate monitoring 

may help better characterize injury. 

DISCUSSION

ABSTRACT: Traumatic brain injuries (TBIs) present significant challenges in diagnosis and treatment due to their complex and heterogeneous nature. Limited 

methodologies for studying TBI hinder our comprehensive understanding of injury progression and development of treatments1. Extracellular vesicles (EVs) 

secreted by cells hold promise as diagnostic biomarkers for TBI because their cargo contents can reflect the state of the tissue they are from2. Here we 1) use an  

established in vitro 3D brain model of TBI3 to characterize differences in EVs and their microRNA content after injury, and 2) integrate this model into Draper’s 

multi-organ system (MOS) platform, as a step towards creating a neurovascular unit model to study injured brain tissue and EVs under fluid flow conditions. Initial 

findings indicate distinct microRNA alterations in EVs following tissue injury, and that the MOS platform supports robust neuron cultures for further investigation. 

Platform Integration: 
1. Silk scaffolds are trimmed and shaped 

with 3D printed molds

2. Scaffolds are seeded with neural stem 

cells and inserted into MOS plate

3. Cultures are monitored for proper 

growth and differentiation 

4. Well adapters can be used to quickly 

transfer scaffolds into and out of 

platform for interrogation

Background:  
Traumatic brain injury (TBI) leads to high rates of dysfunction as well as 

mortality and there are no effective therapeutics to ameliorate the effects1. 

Current diagnostic and prognostic tools struggle to capture the diverse nature 

and progression of TBI, complicating the development of new treatment 

strategies. Extracellular vesicles (EVs) play a key role in neurodevelopment and 

brain function, and their packaged contents make them potential biomarkers for 

TBI2. However, methods to study TBI are limited by low throughput animal 

models, and clinical samples that are difficult to obtain. This research focuses 

on studying EVs in an in vitro TBI model3, and integrating the model into 

Draper’s multi-organ system (MOS) platform.This work aims to improve the 

precision of TBI diagnostics and identify targets for future therapeutics. 

Objective: 
1) Isolate and characterize EVs from an in vitro 3D brain tissue model of TBI to 

better understand underlying pathways associated with injury progression

2) Integrate 3D brain tissue model into Draper’s MOS system to create an 

advanced screening platform to evaluate neurological injury

TBI presents a significant challenge in both clinical management and 

research due to its complexity and the limited study tools available. To 

address these challenges, we use a 3D brain tissue model to study TBI 

and analyze the secreted EVs to gain a deeper understanding of the 

underlying pathways associated with the progression of this disease. 

Additionally, integration of the model into Draper’s MOS platform will allow 

for increased tissue complexity, and screening of additional injury 

mechanisms (ex. Blast). Findings may improve the precision of our 

diagnostic capabilities and identify targets for future therapeutics.

Figure 3. CCI leads to the destruction of neuronal networks indicated by white arrows. Representative confocal 

microscopy 10x magnification immunofluorescence images of Sham (not injured control) and CCI treatments over 

time. Neurons networks are stained with beta-III tubulin (TUJ1). Scale bar = 100 µm.

Neuronal networks are lost post tissue injury

EVs from TBI model can be isolated and characterized

Platform Integration: Neural stem cells remain viable and 

mature into neurons in MOS system 

miRNA isolated from EVs show differential expression

Next Steps:
• miRNA pathway analysis

• RNA-sequencing

• qPCR validation

• Correlate findings with in vivo 

and clinical data

• BBB model integration

miRNA Expression Functions / Brain involvement

miR-490-3p Up May be involved in progression of glioma

miR-767-5p Up Found in plasma EVs collected from patients with neurodegenerative diseases

miR-204-5p Up May ameliorate neurological injury via the EphA4/ PI3K/AKT signaling pathway, may activate 
cleaved caspase 3

miR-138-2-
3p

Up High conserved and expressed in brain, overexpression may lead to Ab expression

miR-138-5p Up May modulate glioma cell growth by suppressing Akt / mTOR signaling pathway

miR-137-3p Up Important in neural development, downregulate oxidative stress, enriched in serum of TBI 
patients

miR-95-3p Up Increased in children experiencing persistent post concussion symptoms in saliva

miR-139-3p Up May be a negative regulator for NSC proliferation and neuronal

Injury Model and EV Analysis: 
1. Culture neural cells and mature model

2. Injure tissue to simulate TBI (controlled cortical impact (CCI))

3. Collect neural cell culture supernatant post-injury

4. Isolation of EVs

5. Characterization of size, protein expression, and microRNA content

3D scaffolds are fabricated using silk biomaterial, and neural cultures are 

created following previously established protocols by the Kaplan Lab3,4,5. 

BottomTop

Scaffold

Figure 4. EVs isolated from 3D cultures with precipitation (precip) or size exclusion chromatography (SEC) methods. 

A) EV size (nm) plotted against concentration as measured by nanoparticle tracking analysis (ZetaView). B) Western 

blot for EV markers CD63 and TSG101 show positive staining in monocultures (N) and tricultures (NAM) and are 

negative in plain media controls. C) SEM imaging shows round particles near 200 nm in size. 

Figure 5. miRNA-sequencing show differential expression over time post-CCI. A) Total number of significantly 

upregulated (red) or downregulated (blue) miRNA across 3 timepoints in neuron monocultures. FDR adjusted p-

value < 0.05, fold change +/- 1.5x.  B) Heat map of 48h timepoint of differentially expressed miRNA.  C) Volcano 

plot of 48h timepoint, with commonly differentially expressed miRNA from all timepoints labeled. 
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Figure 1. TBI model establishment and EV analysis workflow.

Figure 2. A) Silk scaffold encased in 

collagen. B) Example well adapter designs. 

C) Top and bottom view of MOS plate with 

inserted scaffold. 

Figure 6. A) Full system set up including both the MOS plate and pump. B) Calcein AM / PI live dead staining 

show live cells and development of neuronal networks over time. C) AlamarBlue cell viability assay shows stable 

culture viability for 6 weeks in both tissues seeded into the system (+Flow) and to static controls. 

Figure 7. Top diseases and disorders, and molecular and cellular functions associated with the common 

differentially expressed miRNA found using Ingenuity Pathway Analysis. Table describes various functions and 

associations of the miRNA in the brain that have been reported in the literature. 
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STC METHOD
• The method uses a thermo-physical model4 (TPM) to predict 

temperatures on an initial shape model (with vertices 𝒗𝒗 and 
facets F) of an asteroid

• Using the predicted sub-surface temperatures �𝑇𝑇𝑠𝑠𝑠𝑠 (from the 
TPM) and measured surface temperatures 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (from IR 
images), the surface orientations �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒 for each facet F of the 
shape model are estimated (“clinometry”)
 �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒 can be derived from �𝑇𝑇𝑠𝑠𝑠𝑠, 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, sun direction, and 

thermal properties
• A trust-region optimization algorithm is used to find vertices 
𝒗𝒗∗ corresponding to these estimated facet orientations �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒

• The updated vertices 𝒗𝒗∗ and facets F can be used to re-predict 
temperatures using the TPM 
 When the residual between the measured 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 and 

predicted �𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 surface temperatures is less than a 
defined threshold 𝜖𝜖, convergence is achieved
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• Demonstrated STC: a computationally efficient method of 
asteroid shape characterization

• Resultant shape model is an improvement over the initial 
model albeit with some artifacts

• Future work aims to alleviate these artifacts using one or more 
of the following techniques (the first two show good initial 
results):
 Constraint the vertices to prevent them from going 

outside of the visual hull
 Enforce a “no intersecting facets” constraint 
 Use artificial potential functions to the optimizer to shape 

the solution space and prevent artifacts in the presence 
of surface orientation errors

• Iterate on the STC method to and characterize shape model 
performance improvements for each iteration

CONCLUSIONS

• Accurate asteroid shapes are necessary to ensure 
successful operations in the vicinity of asteroids
 These models are vital to robust navigation efforts 

and are useful scientific data products
• Currently, a method known a stereo photoclinometry 

(SPC1) is extensively used to estimate asteroids shapes from 
spacecraft imagery2,3

 While this method produces accurate shapes, it is 
computationally expensive and requires human-in-
the-loop processing and thus not autonomous

• We propose Stereo Thermoclinometry (STC) in which 
infrared (IR) images are used to infer the shape of an 
asteroid
 This method is designed to be computationally 

efficient with the intent to drive towards autonomous 
on-board usage

INTRODUCTION
• A sphere of radius 250 m with a crater of 25 m depth is the 

true shape model (Figure 2)
 A perfect sphere of the same radius is used as the 

initial shape model (left plot in Figure 4)
• A TPM4 is used to simulate both the predicted ( �𝑇𝑇𝑠𝑠𝑠𝑠 and �𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) 

and measured temperatures 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 using the initial and true 
shape models respectively
 Gaussian measurement noise with a σ of 1 K is added 

to the measured temperatures 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 (shown in Figure 2)
• 73 images are taken over one spin period of the asteroid 

(~7.3hrs). One image approximately every 6 min
• One iteration of the STC method (Figure 1) is applied to 

derive an improved shape model
• Errors in estimated surface orientations �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒 for the crater 

facets are shown in Figure 3
 Mean error for the crater bottom facets is 1.5 deg
 Mean error for the crater rim facets is 23.6 deg

• Vertices 𝒗𝒗∗ corresponding to these estimated orientations �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒 
are derived using a trust-region optimization method. This 
shape model along with the initial shape model are shown in 
the right and left plots of Figure 4.  This figure shows the error 
in each shape model vertex compared to its closest vertex in 
the reference/true shape model
 The estimated vertices 𝒗𝒗∗ (right plot of Figure 4) have a 

mean error of 0.821 m, median error of -1.93 m, and 
standard-deviation of 6.41 m

 A comparison of the initial and optimized vertex errors is 
shown in the box-plot in Figure 5

RESULTS
• The resultant shape model is an improvement (80% 

reduction in error on average) compared to the initial shape 
model albeit with some artifacts (as shown by the boxplot in 
Figure 5)
 The initial errors range between 15 m and 25 m
 The final errors range between -5 m and 5 m
 There is one outlier with 25 m error which 

corresponds to the protruding vertex in the right plot of 
Figure 4

• Surface orientation estimates �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒 are significantly affected 
by errors in predicted sub-surface temperatures �𝑇𝑇𝑠𝑠𝑠𝑠 (as 
shown in Figure 3)
 �𝑇𝑇𝑠𝑠𝑠𝑠 for the crater bottom are well predicted and hence 

those �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒 are estimated well (with errors <3.2 deg)
 �𝑇𝑇𝑠𝑠𝑠𝑠 for the crater rim are not well predicted and hence 

those �𝒏𝒏𝑒𝑒𝑒𝑒𝑒𝑒 are correspondingly poor (with errors 
approximately 23 deg)

• Due to the higher error in the crater rim facets orientations, 
the resultant vertices exhibit some artifacts (Figure 4)
 Some vertices are outside of the visual hull (protruding 

vertex in the right plot) 
 Some facets of the resultant shape model intersect 

other facets
 The crater depth is not accurately captured (~5 m error)

DISCUSSION

ABSTRACT: Accurate shape characterization is vital to robust navigation efforts in the proximity of asteroids. Currently, a method known as stereo 
photoclinometry (SPC) is used to derive an accurate shape models from optical images but at a high computational cost. We propose a computationally efficient 
algorithm called stereo thermoclinometry (STC) to derive accurate shape models of asteroids using infrared (IR) images. The algorithm uses IR images to first 
derive the surface orientations of an asteroid which are subsequently used to derive the shape vertices using a numerical optimization algorithm. This work 
showcases a simplified demonstration of the proposed algorithm, using a spherical asteroid with a single crater.  The resultant shape model showed 
approximately an 80% reduction in errors (on average) compared with the initial shape model. The resultant surface orientations of the crater rim are worse than 
the bottom of the crater. Due to these orientation errors, some artifacts are present in the resultant shape vertices. 
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• Studying the effect of pure linear guidance on end 
uncertainty of various parameters shows:

• The non-Gaussian distribution that develops 
when control is not corrected; and

• The large spread in final orbit post-insertion 
when only targeting a final altitude.

• The Mars launch problem serves as a motivating 
example for developing applications of modern 
guidance and control techniques with the aim of 
shaping distribution for mission success.

CONCLUSIONS

Launch Solver
• The perturbed trajectory (blue) deviates from the 

nominal trajectory (green) and fails to hit the 
desired altitude (black)

• Correcting for the errors (red) allows the MAV to 
hit the desired altitude after its coast phase

• Using the partial derivative calculated via finite 
differencing, an explicitly-implemented optimal 
guidance scheme iteratively solves for control 𝑐

• When verified against fmincon, Δ𝑐 < 1e-9

Monte Carlo Simulations
• Distributions resulting from 1,000 sampled 

perturbations pre- and post-added ∆𝑣

RESULTS
• The Mars launch scenario highlights the 

shortcomings of linear tangent guidance in 
achieving the desired orbit. 

• Our goal is to explore other guidance laws [1,2] 
and modify the guidance approach to reach the 
specified orbit with probabilistic guarantees.

• Uncertainty-based approaches (e.g. chance-
constrained guidance) can aid in both space 
situational awareness and conjunction analysis.

DISCUSSION

ABSTRACT: Spacecraft state uncertainty is a critical challenge due to the unpredictable nature of space dynamics. As complex, 
nonlinear dynamics cause errors to grow over time and drive a trajectory to deviate from its planned path, corrective guidance 
algorithms must adaptively re-optimize the spacecraft thrust profile to reach target states and achieve mission goals. We study 
the Mars Sample Return launch problem to 1) better understand how uncertainties evolve throughout a guided trajectory and 2) 
build a plan to combine guidance with efficient uncertainty propagation and control theory techniques. The implemented linear 
tangent guidance enables trajectories to hit the desired altitude but yields a large variation in the resulting orbit. Future work aims 
to develop robust, chance-constrained guidance that bounds state uncertainty rather than constraining a single deterministic state. 

METHODS
• Linear tangent guidance à 
• Launch angle 𝜃! and proportional thrust errors

• 𝜃!	~	𝒩(𝜃!,#$%	, 0.01 ∗ 𝜃!,#$%)	
• 𝐹	~𝒩(𝐹#$%	, 0.1 ∗ 𝐹#$%)

• Iteratively solve for control variable 𝑐
• Assume:

• Locally flat Mars
• Constant gravity
• Constant mass

[3] [4]

INTRODUCTION

• The Mars Ascent Vehicle 
(MAV) will be the first 
launch from the Mars 
Surface.

• It must reach a specified 
orbit to rendezvous with 
the Earth Return Orbiter.

• Near-Earth and cislunar space are becoming 
increasingly congested, driving the need to 
proactively protect a growing number of 
spacecraft in regions with chaotic dynamics. 

• Guidance under uncertainty offers an avenue to 
correct a spacecraft trajectory while accounting 
for an entire uncertainty volume. 

• The Mars launch problem serves as a testing bed 
for application and improvement of analytical 
guidance techniques.

Guided 
Launch Phase

Coast Phase

Orbit Injection 
Burn

Applying a linear guidance law prevents 
Mars crashes but yields a distribution of 
orbits with high variance. 

Controlled trajectory:
à 92.9% of trajectories reach orbit
à Eccentricity ∈ [0.0026, 0.7010]
à Semi-major axis ∈ [3010, 12422] km

Mars Launch
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METHODS
• 7 participants (4 F, 3M, 60.5±8.8 kg, 167.3±2.8, 22-67 years) 

completed one unsuited (control) and one suited session in 1G.
• 1 participant additionally completed three suited (FD6, FD7, FD8) 

and one unsuited session (FD4) in μG during a 10-day ISS mission.
• Each data collection session included:

• Questionnaires included of discomfort (Fig. 2A), mobility (Fig. 2B).
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• Based on discomfort ratings, the GLCS can likely
be used during exercise (~2 hours) in most
participants, with some able to tolerate it for
longer periods during daily activities or sleeping.

• Mobility ratings were tolerable and decreased
mobility may be advantageous to increase muscle
activation with resistance to movement.

• A successful countermeasure prescription is
required to access the proposed physiological
benefits of the GLCS, and future work will use
these results to inform and develop GLCS
countermeasure prescriptions.

CONCLUSIONS

The Gravity Loading Countermeasure Skinsuit (GLCS or “Skinsuit”) is a
musculoskeletal deconditioning countermeasure for spaceflight,
consisting of a skin-tight garment that applies a vertical load from the
shoulders to the feet (Fig. 1) [1]. The suit aims to mitigate
musculoskeletal deconditioning (potentially including spine, muscle,
sensorimotor) during exposure to microgravity by simulating some of the
effects of Earth’s gravity (1G) [2,3]. MIT and collaborators have tested
the GLCS in multiple experimental campaigns in relevant

INTRODUCTION RESULTS
Discomfort
• The GLCS increased discomfort compared to

unsuited ratings, and ratings varied across
individuals, consistent with previous studies [3,5]

• Median discomfort for all activities meets the
design goal of adequate comfort for 2 hours of
wear, enabling use during exercise for most
participants.

• Discomfort did not change over 60-90 minutes of
GLCS wear.

• Compared to 1G ratings, the GLCS in μG was
associated with a smaller increase in discomfort
from unsuited ratings.

Mobility
• Results suggest that the GLCS provides

resistance to movement while remaining
generally tolerable.

• The GLCS worsened mobility compared to
unsuited ratings, similarly to previous studies
[3,5], and the median remained “tolerable” (i.e.,
<6) in all participants and activities.

• Non-significant trends indicate a possible
improvement in perceived mobility across 60-90
min of suit wear.

• Compared to 1G, the GLCS in μG impacted
mobility less.

DISCUSSION

ABSTRACT: The Gravity Loading Countermeasure Skinsuit (GLCS or “Skinsuit”) is a countermeasure garment for astronauts that provides axial loading on the body to simulate some effects of
Earth’s gravity (1G) and aims to mitigate physiological deterioration due to microgravity. A study was conducted with 7 participants to characterize the impact of the GLCS on daily activities and
exercise, with one participant completing the study in microgravity during a 10-day mission to the International Space Station (ISS). A portion of the study aimed to address the following research
questions:

• How does GLCS loading affect user discomfort, mobility, and exertion during daily activities and exercise?
• How are discomfort, mobility, and exertion in the GLCS affected by gravity environment (1G and microgravity)?

The results indicate that the suit is tolerable during ~1-2 hours of resistance exercise, provides potentially advantageous, but tolerable, resistance to movement, and is unlikely to negatively impact the
user’s ability to complete daily activities.

environments: 1G [4-7], partial gravity
analogs [4-7], parabolic flights [2], and the
ISS [8]. As a musculoskeletal
countermeasure, the GLCS could be
used in several operational scenarios, in
low-Earth orbit and future missions
to the moon and Mars, including 1)
acute ~2-hour use to augment exercise,
2) multi-hour use during daily activities, or
3) during sleep.
A GLCS demonstration and one-
participant evaluation was recently
completed on a 10-day ISS mission to
assess operational feasibility of the
GLCS, characterizing its impact on daily
activities and potential benefit for
exercise. This was supplemented by a 6-
participant study in 1G.

Fig. 1. The Gravity Loading
Countermeasure Skinsuit with A)
shoulder yoke, B) longitudinal fabric
tension providing axial load, C)
circumferential fabric tension
providing anchoring skin pressure,
and D) stirrups secured at the shoes.
Modified from Bellisle et al., 2022

Modified Corlett and Bishop Discomfort Scale [2,9]
1 Nude comfort
2 Pajamas, casual clothes
3 Formal attire
4 Minor discomfort if worn all day (16 h)
5 Too uncomfortable if worn all day (16 h)
6 Too uncomfortable for 8 h
7 Too uncomfortable for 4 h
8 Too uncomfortable for 2 h
9 Too uncomfortable for 1 h

10 Too uncomfortable for 10 min

Modified Cooper-Harper Scale (Body Control) [2, 10]
1 Unrestricted
2 Negligible deficiencies
3 Minimal compensation required
4 Minor but annoying deficiencies
5 Moderately objectionable deficiencies
6 Tolerable deficiencies
7 Maximum tolerable compensation required
8 Considerable compensation required
9 Intense compensation required

10 Body control lost

A

B

Fig. 3. Qualitative ratings for 1G activities during unsuited and suited conditions. Six participants provided
retrospective ratings after “unsuited” and “suited” data collection sessions in 1G conditions. One participant was
omitted from analysis due to a modified protocol. Boxplots show median, first (Q1) and third (Q3) quartiles, and non-
outlier minimum/maximum (Q[1,3] – 1.5 ∗ [Q3 – Q1]). Outliers are indicated with circle markers. Mobility was not rated
for supine rest or quiet standing. To address study hypotheses, pairwise Wilcoxon signed-rank tests were used to
compare suited and unsuited conditions for each metric. indicates p<0.05.

7 1G Participants 1  ISS Participant

Fig. 2. Qualitative ratings across timepoints. Ratings were collected at 3 timepoints during “suited” data collection
sessions. Unsuited ratings were collected before donning the suit. Suited ratings were collected before and after 60-
90 minutes of suit wear and exercise. Boxplots show median, first (Q1) and third (Q3) quartiles, and non-outlier
minimum/maximum (Q[1,3] – 1.5 ∗ [Q3 – Q1]). Discomfort ratings are presented as the maximum of ratings for 10
individual body parts. Upper body mobility is the median rating across the shoulder, torso, and waist. Lower body
mobility is the median rating across the hip, knees, ankles, and feet/soles. Only participants 3 and 7 had custom-
fabricated suits; all other participants were matched to existing suits. Friedman tests (1G only) for each metric
indicate a significant effect of timepoints. indicates p<0.05 using a post-hoc Wilcoxon Signed-Rank Test with
Bonferroni correction. “ns” indicates p>0.05.
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METHODS

• Current bias breaks material symmetry and 
makes it nonreciprocal, now fit for optical isolation

 

• However, theoretical models are missing to 
describe this effect

 

• I derived the theory using semiclassical linear 
response theory:
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• Predicted a new unidirectional optoelectronic 
platform with
(i) easy on-chip integration 
(i) broader library of mature material platforms

• Introduced a new opto-electronic application for 
quantum materials

• Experiments could enable low SWAP THz 
technology, energy harvesting, photonic sensing, 
thermal imaging, near-field heat transfer devices

CONCLUSIONS

We are lacking integrated photonics solutions for 
optical isolation 
• would enable high efficiency photonics for visible and 

infrared detection and radiative energy harvesting
• Draper interest: Enabling novel low SWAP sensors for optical 

and quantum sensing 

INTRODUCTION RESULTS

We have presented 
 

• the theoretical framework for current-biased quantum 
materials

• a new magnet-free mechanisms for tuning the 
nonreciprocity of quantum materials, competitive to 
magneto-optics 

We have shown that  
• windows of pseudo-unidirectional transport are opened 

in the THz window
 

• unidirectionality is enabled by the unique blend of 
nonlocality and loss in Cd3As2

DISCUSSION

ABSTRACT: Development of nonreciprocal photonic devices that enforce one-way propagation of light is vital for quantum 
communication, sensing, and radiation energy harvesting, but the state-of-the-art technology faces significant challenges in device 
integration and efficiency. To address these challenges, we present the first comprehensive theory and feasibility analysis of 
nonreciprocal transport of optical surface modes (surface plasmon polaritons) via the current bias in 3D quantum materials – 
where in a Doppler frequency shift imparted by current bias breaks the symmetry of the material. 

Laser Source Detector

Without optical isolators

With optical isolators

Optical isolators protect optical systems

Laser damage, 
decoherence, 
reduced system 
efficiency

Backscattering on defects

Backwards light 
forbidden, laser 
and efficiency 
protected

Optical 
isolator

Dirac/Weyl semimetal
= “Quantum materials”

Our solution: Current-biased Dirac and 
Weyl semimetals as new optical isolators

Nonreciprocal optical element

materials that can only be 
described using quantum 
mechanics vs. classical physics

c. Drift current modified optical polarizability is 

𝑓!(𝜖) =
1

e "#!⋅%#&! '"(+1

a. Under drift current bias, equilibrium 
Fermi distribution is skewed:

𝑬𝑭 𝑬𝑭 + 𝒖 ⋅ 𝒑

𝑓(𝜖) =
1

e "#& '"(+1

b. Effect of drift current on optical 
polarizability is a Quasi-Lorentz 
transformation 

𝜔) = 𝛾 𝜔 − 𝑢𝑞 , 𝑞)* = 𝛾 𝑞* −
𝑢
𝑣+,
𝜔

𝑞)
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Surface plasmons are “pseudo-unidirectional”
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METHODS
• Dissolve Sb2Se3 in organic solvent mixture of 

ethylenediamine (EDA) and ethanethiol (EtSH).
• Drop cast solution on Si substrate.
• Bake to remove solvent and form continuous film.
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• Solution processing is a promising method for 
efficient materials exploration of chalcogenide O-
PCMs and their properties.

• Sb2Se3 is readily dissolved using a mixture of 
EDA and EtSH, producing a contaminant free film 
upon drying at sufficiently high temperatures

• Pores and surface roughness of film must be 
overcome to use these films for optical switching 
characterization or in optical devices.

CONCLUSIONS & FUTURE WORK`

Chalcogenide optical phase change materials (O-
PCMs) have seen wide-spread adoption as the
functional materials in a variety of actively controllable
non-volatile optical and photonic systems1,2. Although
a host of O-PCMs have been identified and
demonstrated to be suitable for such devices,
material choice and optimization remains as a
challenge in extracting maximum device performance
due to arduous material synthesis and film deposition.
This work aims to streamline the O-PCM materials
exploration process by developing a liquid solution-
based approach to depositing high quality O-PCM
films. We demonstrate synthesis and deposition of
Sb2Se3, a common O-PCM, using this solution
processing method.

INTRODUCTION
• SEM micrographs show microstructure of solution 

deposited Sb2Se3

RESULTS
• Film exhibits a granular microstructure.

• Cross-section reveals film to contain pores in 
some locations.

• Potentially due to incongruent drying 
of solvent components.

• FTIR and EDS analysis confirms complete 
removal of solvent upon baking at 195 C for 2 
hours.

DISCUSSION

ABSTRACT: Chalcogenide optical phase change materials (O-PCMs) show great promise as active materials in non-volatile photonic
systems. However, being limited to only a few different material compositions, O-PCM choice in these systems presents a limitation in
optimization of the devices. We demonstrate solution processing as a reliable method to produce O-PCM films for high efficiency
materials exploration through deposition of a known O-PCM, Sb2Se3, from solution. Initial characterization of the Sb2Se3 films show
near complete removal of solvent constituents as well as a dense microstructure; a strong indication of the ability of solution processing
to produce high quality films for evaluation of O-PCM candidate materials.

FTIR spectra of films 
baked at various 

temperatures

EDS spectrum of film 
baked at 195 C for 2 

hours
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EXPECTED OUTCOMES
We hypothesize that by enabling iterative planning 
between a human-robot team, users will:

• Achieve better task outcomes, 

• Elicit more predictable robot behaviors, and 

• Have a more favorable user experience 

through use of interactive, iterative refinements versus 
traditional optimization interfaces.
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• Understanding of how the trajectory was modified 
and how the final trajectory came to be

• Satisfaction with final trajectory
• Number of iterations provided
• Time spent on each iteration (sketch and instructions)
• Usability (System Usability Scale) [6]
• Instructions provided by user
• Trajectories
• Final coverage

POINTS OF EVALUATION

• Current state-of-the-art allows a user to provide 
limited input to a path planner for an 
autonomous robot.

• Existing technology uses computer vision and 
machine learning to recognize signs of a fire 
from fixed cameras [1].

• Firefighters utilize uncrewed aerial systems to 
aid in wildland firefighting activities [2].

• Robot predictability [3, 4] has been studied 
extensively, though not over large spatial scales.

• A standard trajectory optimization [5] can 
maximize coverage but may be difficult to 
understand and time-consuming to complete, 
leading to confusion, mistrust, and risk, and 
compounding latency and observability 
concerns.

• We aim to provide iterative communication 
modes for human-robot teams to expose 
insights about human behavior and to elicit 
robot behavior incorporating human-provided 
insights.

BACKGROUND AND MOTIVATION

➢ Question:  How can iterative planning be leveraged to 
improve human-robot team function in high-risk 
environments?

Scenario: Searching a large area for artifacts of interest, 
such as wildfires or hot spots, minimizing planning time, and 
maximizing predictability. 

Insight:  Use natural language and drawn annotations to 
include latent human knowledge and make the system more 
effective and more predictable.

Task: Online participants on Prolific will use our system to 
design aerial robot trajectories for wildfire search.

IMPROVING HUMAN-ROBOT TEAMING

The interface allows a user to add new terms via drawn 
annotations and natural language, “turn off” objective 
terms if effects are undesired, and provide constrained 
inputs via fill-in-the-blank style word bank.

USER INTERFACE

ABSTRACT: Fluent and understandable human-autonomy teaming is essential for commercial, military, and public safety applications. Existing 
technology for facilitating human teaming with autonomous drones over large scale environments does not promote understanding or predictability. Our 
solution provides a human teammate with the ability to iteratively add latent knowledge and preferences to a trajectory optimization, via drawn 
annotations and natural language. By visually updating the trajectory at each iteration, our system aims to elicit more predictable robot behaviors and 
achieve better task outcomes. We aim to evaluate this system with a human subjects study that examines mission satisfaction and usability.

SYSTEM DESIGN

User

Interface

Optimizer

OpenAI API

Waypoints and 
trajectory

Additional 
function

Validity 
Checker

Appender
System

Full objective 
function

New instructions

Validated 
instructions

User-provided 
information

1. User first opens application and provides a rough initial 
trajectory sketch over the map in the Interface.

2. Optimizer  returns a trajectory on the map that maximizes 
coverage.

3. User can give information to (a) indicate regions of interest on 
the map as well as (b) provide instructions that reference the 
regions.

4. System interprets these instructions and provides an additional 
term for the existing objective function.

5. New augmented objective function is used to re-optimize the 
trajectory displayed to the user on the Interface.

6. Iterate steps 3-5 as desired.

User

System

Optimizer

Interface

Interface

User
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METHODS

Using the Bernoulli–Euler equation for a beam’s spring 

constant (k),

𝑘 =
16𝐸𝑤𝑡3

𝑙3

where E is the modulus of elasticity, w is the beam width, t is 

the beam thickness, and l is the beam length. A total linear 

model can be made by adding each individual beam in series 

or parallel. Non-linear effects were explored with Ansys. Many 

model inputs were varied to determine their effects on final 

deflection including 3D vs. 2D (shell), isotropic vs. anisotropic 

silicon properties, and mesh type. Since the main difference 

between the reference design was circularity, a comparison 

was made between circular and square designs with equal 

beam lengths. Results in Ansys were converged to within 2% 

based on deflection. 
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A square MEMS spring found in literature was converted to a 

circular layout to reduce stress concentrations. MATLAB 

scripts were used to generate an example structure based on 

spring constant and the Bernoulli–Euler approximation. The 

spring performed as expected in Ansys simulations validating 

the design methodology. This method enables the rapid 

drawing of large deflection MEMS springs to map out the 

design space.

CONCLUSIONS

• MEMS springs can be found in a variety of 

technologies including gyroscopes, accelerometers, 

biosensors, optical devices, speakers, atomic force 

microscopes (AFM), and vibration energy harvesters 

(VEH). MEMS speakers, self-sensing nanoindentation 

AFM probes, and VEH have the specific need for 

strictly out of plane springs with high deflections 

(~1mm).[1, 2]

• A literature search for high deflection MEMS springs 

resulted in a design[1] that could enable circular 

devices with minimal modifications. Only a change from 

square to circular would be needed, but the effects on 

deflection of this change are unknown. A circular device 

would enable incorporation into similarly shaped 

devices where the stress concentrations of a square 

design could be a problem.

• The springs in literature were also designed arbitrarily 

and do not map the effects of beam quantity/width on 

spring characteristics at a fixed spring constant.

INTRODUCTION

Comparison between the circular and square spring 

designs with equal beam lengths in Ansys.

Aiming for a k = 23 N/m and maximizing the number of 

beams, MATLAB produced a spring with the following 

parameters,

Modeling the spring generated from MATLAB in Ansys for 

linearity and a comparison to the Bernoulli–Euler equation.

RESULTS

• Utilizing the Bernoulli–Euler approximation for an initial 

design and Ansys for non-linear effects, as described by 

Grech[1], gave reasonable results for a circular spring 

yielding 90% linearity and a spring constant of 27 N/m (23 

N/m Bernoulli–Euler approximation) at 1.5 mm. The non-

linear effects shown in this Ansys modeling also fit well 

with findings by Grech where the resulting spring was 

stiffer by ~20% when compared to the linear Bernoulli-

Euler equation.

• The Ansys model assumptions explored did not play a 

large roll in deflection results. This helps to determine how 

future tests are run on similar springs. It may be advisable 

to use the computationally fastest method to map the 

design space, because deflection error was <10% in in all 

cases.

• These simulations were not used for a stress or fracture 

analysis. This will be evaluated with further Ansys 

modeling and physical experimentation.

• Future work will also map spring characteristics (fracture 

and non-linearity) for given design constraints (i.e. spring 

constant and bounding dimensions) by varying number of 

beam and beam width.

DISCUSSION

ABSTRACT: In this work, designs for an existing silicon-based MEMS spring were modified and analyzed with analytical and 
numerical approaches to form a method for spring design mapping. A circular spring model performed similarly to its square counter-
part found in literature[1], resulting in a 90% linear deflection at 1.5 mm and a shape that mitigates stress concentrations. An exploration
into Ansys assumptions was made; however, changing them yielded little effect on deflection (<10%), so a recommendation to use the
fastest method can be made to fully map out the design space for circular large deflection MEMS Springs to enable linear out-of-plane 
movement.
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PREVIOUS UNCERTAINTY 
QUANTIFICATION WORK

• Attempting to apply uncertainty quantification 
techniques to deep learning models has been 
explored in the past, with methods such as Monte 
Carlo dropout and Markov chain Monte Carlo 
being explored [1]

• There has also been approaches to classify 
uncertainty bounds to problems involving object 
pose estimation [2]
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Carlo dropout and Markov chain Monte Carlo 
being explored [1]

• There has also been approaches to classify 
uncertainty bounds to problems involving object 
pose estimation [2]
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• 1) Recreate the results from CenterNet 
• 2) Run an ablation study on MS COCO
• 3) Prove that we can obtain a minimal 

performance level for object detection
• 4) Demonstrate the real world applicability on 

Draper proprietary object detection problems

• 1) Recreate the results from CenterNet 
• 2) Run an ablation study on MS COCO
• 3) Prove that we can obtain a minimal 

performance level for object detection
• 4) Demonstrate the real world applicability on 

Draper proprietary object detection problems

SHORT TERM GOALS

• Machine learning has proved to be extremely 
useful and effective across many fields of science

• One drawback of certain machine learning 
practices is that the mathematical provability of 
these tools does not exist

• In turn, this leads to a lack of trust in these tools 
to be utilized in real world applications

• For a company like NASA, which spends a little 
over $40,000 to send one pound of material into 
space, trusting these machine learning tools 
simply because they work is not an option
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to be utilized in real world applications
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over $40,000 to send one pound of material into 
space, trusting these machine learning tools 
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INTRODUCTION / MOTIVATION

The goal of conformal keypoint detection is to 
bind the uncertainty in the predictions of keypoint 
locations (y) to a user specified error bound

• Three Necessities
●  (1) Unseen Calibration Set
●  (2) Nonconformity Function
●  (3) User Specified Error Margin

• The equation above specifies that for a new 
image, a set of predictions will be generated for 
each keypoint, where the ground-truth keypoint 
will lie within a circle that is centered around q* 
with a radius of r

k
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CONFORMAL KEYPOINT DETECTION
• We want to cast object detection as a keypoint 

estimation problem so that we an use 
conformal keypoint detection to bind the error 
on 2Dobject detection problem

• CenterNet is an architecture that predicts 
keypoints to predict a bounding box for a target 
[3]

• The MS COCO dataset has official partitions 
necessary to obtain the unseen calibration set

• We want to start with an ablation study on MS 
COCO as proof of our method

• We want to cast object detection as a keypoint 
estimation problem so that we an use 
conformal keypoint detection to bind the error 
on 2Dobject detection problem

• CenterNet is an architecture that predicts 
keypoints to predict a bounding box for a target 
[3]

• The MS COCO dataset has official partitions 
necessary to obtain the unseen calibration set

• We want to start with an ablation study on MS 
COCO as proof of our method

PROPOSED EXPERIMENTAL DESIGN

ABSTRACT: Deep learning models perform extremely well in a variety of tasks, however even the most dominant algorithms that have 
been tested on public benchmarks can still be arbitrarily wrong. Because of this, there are some systems that eschew machine learning 
despite it possibly being a very practical and effective improvement to that system. We theorize that we can bind the uncertainty of 
machine learning practices to guarantee a minimum performance through the use of keypoint mapping. In this poster, we present the 
theoretical framework and propose steps to take moving forward to validate this hypothesis.
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METHODS
• Multidisciplinary model to estimate impact of 

reuse on performance characteristics
o Model composed of subsystem specific models 

which estimate impact of each subsystem on 
overall performance characteristics 

• Enumeration of possible combinations of design 
variables shown in following table to generate a 
tradespace of designs

• Reuse Level defined by average per mission cost 
for additional flights as percent of Theoretical First 
Unit (TFU) cost
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• Developed a model which predicts impact on 
system mass and unit cost when converting an 
expendable launch vehicle to reusable

• Enables early-stage evaluation and optimization 
of reusable space systems

• Future work
o Increase model fidelity at subsystem level
o Application of model to additional systems

CONCLUSIONS

• Hardware reusability is a promising solution to 
reduce cost of launching payloads into space

• Integrating reusability into space transportation 
systems entails a trade-off with performance 1

• Quantifying this impact is crucial for the effective 
design optimization of reusable launch vehicles

• Important to understand impact of reuse on mass 
to orbit and cost when making design decisions

• This research develops a computational model to 
assess the performance impact of reusability on 
Earth-based launch vehicles

INTRODUCTION

RESULTS

• Results show grouping of design performance 
by reuse level with expendable systems mostly 
having highest per unit costs and lowest 
masses compared to reusable designs

• Large loss of performance in terms of mass to 
orbit of ~25% for reusable designs

o Due to additional system mass from adding 
capabilities for reuse

• Model facilitates early-stage trade studies and 
optimization of reusable space systems

• Model currently limited in fidelity using 
parametric estimates for system masses

• Difficult to follow original design specification 
limits usefulness of early design optimization

DISCUSSION

ABSTRACT: Hardware reusability is a promising solution to reduce the cost of operating in space, making it an attractive choice for commercial 
organizations. However, converting an expendable launch vehicle to a multi-use reusable system reduces its performance as measured by 
payload mass to its destination. Current methods to estimate this reduction for pre-PDR design trades of new launch vehicles use rule-of-thumb 
estimates or high-level factors. To bridge this gap, we developed a computational model which estimates the impact of converting a launch vehicle 
from expendable to reusable on system performance for pre-PDR designs. Using this model, we quantitatively assessed the impact on system 
mass and unit cost for a launch vehicle and determine adding reusability yields with an associated ~25% reduction in cost on average.

Inputs
Propellant

Mass to 
LEO

Reuse Level Reuse Level
# Missions

Propulsion Thrust
Thrust, 
Engine 
mass

Thrust

Control Drag

Mass Structure TFU Cost Mass, Mass 
to orbit

# Firings Reuse System 
Cost

Outputs

METHODS (cont.)
• Design structure matrix for launch vehicle model 

with subsystem models on the main diagonal 
and input/output variables in other cells

Design Variables Option 1 Option 2 Option 3 Option 4

Reuse Level Expendable 50% TFU 
Cost

10% TFU 
Cost -

# Missions 1 5 10 25

Mass to LEO per 
mission[kg] 100 1,000 10,000 100,000

Propellant LOX/H2 LOX/Meth. LOX/RP1 -

• Impact on performance estimated by calculating 
cost and mass for different reuse levels



END EFFECTOR DESIGN: METHODS
• Key insight: representing objects in manipulator 

frames facilitates natural constraint expression. 
• In the rigid manipulator problem [1], this allows us to 

avoid explicitly parameterizing effector shape 
(notoriously tricky), instead imposing shape 
constraints on contact point trajectories. 

• In the gripper problem [2], we assess gripper shape 
and grasp stability via convex quadratic programs 
that can be solved rigorously and efficiently as a 
subproblem of the broader nonlinear program, using 
an augmented Lagrangian approach.

Improving geometric representations for optimization in robotics
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We present three focus areas:
• Polytopic simplification: Reducing the complexity of 

representations of safe sets.
• End effector design: Co-optimization of contact 

surface shape and intended use for robotic tools.
• Design of rigid manipulators [1] 
• Design of parallel-jaw grippers [2] 

• Planning in pose space.

INTRODUCTION

POLYTOPIC SIMPLIFICATION: METHODS

ABSTRACT: The objective of this research is to facilitate the use of rigorous computational methods in robotics applications to plan motions and
design manipulators. We achieve this by using geometric representations of the problems of interest that are harmonious with optimization goals
and constraints. Robotic manipulation requires reasoning about the geometries of the robot, obstacles, and objects of interest. Collision-free
motion planning also requires us to utilize geometries in higher-dimensional spaces that represent the configuration or pose of the robot. In all of
these contexts, the selected representation has great impact on downstream computation. Generally, the selection of this representation is ad hoc
and does not receive careful attention. The proposed approaches achieve computational benefits through principled representation selection.

Robot Locomotion 
Group

END EFFECTOR DESIGN: RESULTS
DISK PICKUP: Pivoting fingers lift disk via constant contact 
geometry. Finger inter-penetration can be constrained.

SCREWDRIVER PICKUP: 
Tool scoops screwdriver 
from a table without 
penetrating the table, two 
contact surfaces acting in 
coordination.

LETTERS: Simple gripper globally 
optimizes grasp stability, reusing gripper 
features across several grasps.
POLYGONS: Size-constrained gripper stably 
grasps polygons of varying shapes and sizes.

TOOLS: Hardware 
demo of optimized 
gripper with complex 
objects.

POLYTOPIC SIMPLIFICATION: RESULTS

Original polytopes

Simplified versions 
of these polytopes

Polytopes (intersections of half-
spaces) are often used to 
represent safe sets in motion 
planning. The number of faces 
(half-spaces) used to define a 
polytope drives runtimes. We 
compute inner approximations 
with fewer faces by iteratively 
translating faces inward and 
removing faces that become 
redundant. We guarantee a 
volume lower bound and 
respect constraints like retaining 
specific points and connectivity 
between specified polytopes.

1 2

3 4

5 6

Using sets of simplified polytopes speeds up planning by an 
order of magnitude (planning motions on a graph of 15 
polytopes for a 10-dimensional robotic system).

PLANNING IN POSE SPACE
• Robot motion planning is typically done in “configuration 

space” (C-space) – the space of joint coordinates.
• Recent methods require convex decompositions of 

collision-free space, but obstacles in C-space are oddly 
shaped, leading to conservative decompositions.

• We are at early stages of instead parameterizing plans in 
the space of pose coordinates in SO(2) or SO(3).

• We use a semidefinite program formulation to relax the 
SO(2) or SO(3) constraint to a convex constraint.

• We calculate free-space regions by converting separating 
hyperplanes between geometries to the pose coordinates.

• We expect motion plans to achieve more use of the full 
free space, including contact, relative to C-space plans.

• Geometric representation can make or break an 
optimization problem’s tractability and quality of results.

• For design, posing constraints in the manipulator frame 
unlocks a tractable formulation [1,2].

• For planning, current convex decompositions of free space 
are expensive and not conducive to allowing contact. We 
mitigate these issues by

• Using simpler representations that speed up planning,
• Using coordinates suited to the real constraints.

CONCLUSIONS

10x speedup
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METHODS
• The Asiga MAX X27 Stereolithography 3D Printer was 

used in conjunction with the Pro3dure GR-10 resin.
• Flow’s impact on viability and compound delivery 

(Staurosporine) was evaluated over the course of 3 days.
• CT26 spheroids were used in conjunction with flow to 

mimic in vivo conditions. 
• CT26 cells were pre-treated with CellTracker Green and 

DRAQ7 for recording viability over time.
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• The 3D printed device is versatile and its 
manufacturing process allows for rapid iteration. It 
is capable of spheroid capture, perfusion, and 
imaging.

• The platform proved to be capable of monitoring 
cell death over time as well as delivery of 
compounds via perfusion.

CONCLUSIONS

INTRODUCTION

• Devices can be printed and ready for use within 
an hour and a half.

• Optimized to capture 200-500µm diameter 
spheroids.

• Additional custom parts were designed and 3D 
printed for setup optimization.

• Confocal Images of captured spheroids in flow 
and static conditions over 3 days. All z-stack 
images are channel separated for analysis

RESULTS

ABSTRACT: In vitro microfluidic platforms are essential for collecting in vivo relevant data especially within the field of cancer 
research. Here, we show a scalable microfluidic platform capable of providing in vivo level flow conditions to cancer spheroids. This 
platform contains a unique capture geometry to hold the samples in place for exposure to active perfusion and consistent imaging over 
time. Cell death metrics were analyzed via an image analysis pipeline consisting of exported z stacks from Zen and the processing 
capabilities of ImageJ. This device along with additional high throughput platforms have be useful in developing a better understanding 
of flow’s impact on compound delivery and viability while providing a foundation for future work focused on preclinical drug testing in 
cancer.

• 2D Static culture methods are devoid of the complex in 
vivo stimuli and architecture required to produce 
impactful biological data within the cancer research.

• High throughput microfluidic devices are time intensive 
and difficult to create.

• Here we show both the power of microfluidics for data 
acquisition as well as a method for scalable and cheap 
microfluidic device creation via 3D Printing.
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• Corrected total cell fluorescence (CTCF) for CTG 
decrease by 28% for flow and 74% for no flow control.

[3]

• Image analysis pipeline utilizing exported Zen 
images which are processed in ImageJ.

Flow

CTG

DRAQ7

Both

Day 0 Day 1 Day 2 Day 3

Static

Day 0 Day 1 Day 2 Day 3

DRAQ7

CTG

165µm

Both

Day 0 Day 1 Day 2 Day 3

Flow

Flow 
Stauro

Static

Static 
Stauro

• Staurosporine exposed spheroids showed higher cell 
death immediately than controls.
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• MPP enhances traditional MPC by planning 
trajectories around obstacles through path 
planning, raytracing, and quadratic programming.

• Future advancements in MPP include refining the 
RRT*-AR path planner, exploring alternative 
collocation methods, and optimizing the 
raytracing procedure to enhance computational 
efficiency.

• MPP enhances traditional MPC by planning 
trajectories around obstacles through path 
planning, raytracing, and quadratic programming.

• Future advancements in MPP include refining the 
RRT*-AR path planner, exploring alternative 
collocation methods, and optimizing the 
raytracing procedure to enhance computational 
efficiency.

CONCLUSIONS

• Our method begins by using RRT-AR to plan 
many paths through an obstacle field

• These paths are used to formulate a quadratic 
program with linear constraints that encode 
nearby obstacles as well as constraints requiring 
the dynamics of the system are obeyed

• By comparing the results of several optimization 
steps, we’re able to consistently find a good 
trajectory through the obstacles

• Our method begins by using RRT-AR to plan 
many paths through an obstacle field

• These paths are used to formulate a quadratic 
program with linear constraints that encode 
nearby obstacles as well as constraints requiring 
the dynamics of the system are obeyed

• By comparing the results of several optimization 
steps, we’re able to consistently find a good 
trajectory through the obstacles

METHODS

• Refining trajectories from RRT* significantly 
improves performance at obstacle avoidance.

• MPP further improves this result with an 
increasing number of paths, demonstrating the 
necessity for multiple alternative routes to avoid 
local infeasibility issues.

• Refining trajectories from RRT* significantly 
improves performance at obstacle avoidance.

• MPP further improves this result with an 
increasing number of paths, demonstrating the 
necessity for multiple alternative routes to avoid 
local infeasibility issues.

Results

ABSTRACT: This poster presents a motion planning scheme we call Model Predictive Planning (MPP), designed to optimize 
trajectories through obstacle-laden environments for underactuated systems, such as a fixed wing aircraft.  The approach involves path 
planning to identify trajectory candidates, trajectory refinement through the solution of a quadratic program, and autonomous selection 
of optimal trajectories.  MPP reliably produces feasible trajectories  while matching the strong obstacle avoidance performance of RRT*, 
a state-of-the-art existing method.

• In autonomous navigation for low-agility vehicles 
like fixed-wing aircraft, it is necessary to track a 
trajectory rather than a path.

• Paths, comprising spatial waypoints, lack timing, 
speed, or orientation considerations, suitable for 
highly actuated systems leveraging controllers 
like RRT* for obstacle avoidance.

• Trajectories become indispensable for low-agility 
vehicles due to maneuverability constraints. Tools 
like IPOPT and GPOPs enable offline trajectory 
planning, tackling various constraints iteratively.

• To address trajectory planner issues around 
obstacles, we developed MPP, a method 
integrating raytracing and convex optimization 
refines paths into trajectories, linked with a multi-
path planner, and demonstrated the method on a 
longitudinal aircraft model.

• In autonomous navigation for low-agility vehicles 
like fixed-wing aircraft, it is necessary to track a 
trajectory rather than a path.

• Paths, comprising spatial waypoints, lack timing, 
speed, or orientation considerations, suitable for 
highly actuated systems leveraging controllers 
like RRT* for obstacle avoidance.

• Trajectories become indispensable for low-agility 
vehicles due to maneuverability constraints. Tools 
like IPOPT and GPOPs enable offline trajectory 
planning, tackling various constraints iteratively.

• To address trajectory planner issues around 
obstacles, we developed MPP, a method 
integrating raytracing and convex optimization 
refines paths into trajectories, linked with a multi-
path planner, and demonstrated the method on a 
longitudinal aircraft model.

Introduction
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ABSTRACT: New tissue fabrication technologies are needed to produce engineered human tissues with functionally vital patterns of gene 
expression within a tissue. To address this technology gap, we developed Selective Transfection via Electroporative Printing (STEP), which 
combines electroporation, a physical method to change gene expression in cells via transfection of genetic instructions, with 3D bioprinting 
to create patterns of transfected cells during the tissue fabrication process. STEP can be used to print and transfect many different cell types 
to create patterns in a variety of tissues. Importantly, we can tune electroporation parameters used in STEP to produce effective gradients of 
gene expression through mixtures of transfected and non-transfected cells. STEP therefore provides a method to produce patterned tissues 
that may one day serve as therapies for organ repair or as enhanced models of human organs.

• Successfully produced patterns and gradients of 
eGFP expression using STEP

• Tissues can be printed with near-physiological 
cell densities with STEP

Next steps:
• Optimize formulation to improve iPSC cell viability
• Demonstrate transfection and patterning with 

additional mRNAs

CONCLUSIONS AND NEXT STEPS

• Extremely difficult to create patterns of gene 
expression in engineered tissues

• Existing methods require gene editing prior to 
tissue assembly and cannot be used to 
produce gradients of gene expression

Selective Transfection via Electroporative Printing:
• Functionalized nozzle applies high intensity 

electric fields to load genetic instructions into 
the cell during the printing process

• Nozzle electrodes can be switched on and off 
to control transfection within every voxel

INTRODUCTION
• 3D printed nozzle functionalized with 

platinum electrodes for electroporation
• Square channel outlet and parallel plate 

electrodes define voxel size

NOZZLE DESIGN

Electric field distribution within nozzle

• Developed a composite agarose + hyaluronic acid methacrylate 
(HAMA) microparticle ink formulation to support STEP

• Methacrylated polymers can be photo-crosslinked to solidify 
tissue in post-processing

INK FORMULATION

Agarose and HAMA – negatively charged 
polymers permit electroporation

PRINTING TISSUES WITH STEP
BJFF-iPSCs

DAPI
eGFP

• Final ink formulation: 3 wt% agarose, 1 wt% HAMA microparticles, 
100×106 cells/mL, 100 µg/mL eGFP-mRNA for transfection

• Inks exhibit shear thinning and yield stress rheology for 3D printing
• UV cross-linking produces a stiff, robust tissue

• Resolution of a single voxel: 1083 ± 38 µm
• Can reach transfected efficiency of >80%
• Viability of BJFF-iPSCs is around 40%
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METHODS
• Measurements are incorporated into the CR3BP 

dynamics model using a Gaussian Mixture 
Extended Kalman Filter with adaptive splitting and 
merge techniques. This filter propagates several 
Gaussian kernels with their associated means, 
covariances, and weights. They are combined in 
order to get the best estimate of the state.

• Measurements are simulated using angle 
measurements from a ‘true state’ with added 
noise. The sensor model includes brightness, field 
of regard, and conjunction exclusions.
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• Overall, the GM-EKF allows for moon-based 
object tracking for an increased number of 
scenarios which have larger uncertainty and more 
prominent non-Gaussian distributions. Future 
work will incorporate the GM-EKF into multi-object 
tracking scenarios.

CONCLUSIONS

• As Cislunar space becomes increasingly active 
robust Space Domain Awareness (SDA) becomes 
crucial. While successful missions like NASA's 
CLPS program demonstrate the region's potential, 
existing tracking methods like DSN and GNSS 
struggle to keep up with the growing number of 
assets. Studies are ongoing to adapt these 
systems or develop new ones, but challenges 
remain due to the vastness of the region and the 
need for solutions that encompass diverse orbits. 
Addressing these challenges is essential for 
ensuring safe and sustainable exploration and 
development of Cislunar space.

• Previous work shows a baseline results to best 
inform a moon-based tracking, however this work 
strengthens the capabilities under larger 
uncertainty and more non-Gaussian regions.

INTRODUCTION

• Below is a GM-EKF position error plot, with the 3 
st dev bound in red, for an L2 northern halo orbit 
(left) and a L1 Lyapunov orbit (right). The bottom 
subplot shows what exclusion is occluding a 
measurement

• The non-gaussian distribution of the state before 
a measurement is seen below for the L2 NH orbit

RESULTS
• The L2NH orbit previously failed under a large 

uncertainty without a model to incorporate non-
gaussian distributions. Here we are able to see 
that the trails stay within the 3 st dev bounds, 
therefore improving the area that we are able to 
confidently track. The L1 Lyapunov orbit also 
previously failed, and while we do not see a 
perfect capability to track we are still successful 
86/100 times.

• The distribution of the state after being 
propagated through the nonlinear dynamics is 
clearly shown to be non-gaussian from the 
bottom plot, therefore reinforcing the need for a 
non-gaussian tracking method.

DISCUSSION

ABSTRACT: Orbit determination in cislunar space is an area of interest within several communities where cislunar space domain 
awareness is critical to operations. A multi-gravity dynamics model is employed to attempt to accurately describe the state. Both the 
state estimate and error in the state are propagated using a combination of the dynamics model and physical measurements. Previous 
work found challenges due to the non-linear dynamics of the system resulting in non-Gaussian distributions of the state. Through the 
implementation of a non-Gaussian based filter, a large portion of orbits under large uncertainties are able to be tracked.
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METHODS

Background:

• Past studies have shown strong correlation 

between the vibration of Army Helicopters and 

aviator injury

• USAARL Report 2017-12 shows the frequency of 

each aircraft:

• Gap: UH60 is not broken down into M v L and 

therefore does not capture the efficacy of the 

AVCS in reducing vibrations

• USAARL Report 2013-07 highlights the effects of 

poor posture required to manipulate controls as a 

reason for musculoskeletal injury/pain:

Survey:

• Approximately 250-500 participants (Goal)

• UH60L and UH60M pilots

• Retired, Active Duty, Reserve/Guard
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Potential Conclusions:

• UH60M vibrations may not be reduced enough to 

truly mitigate the impact on aviators.

• We aim to quantify the efficacy of the AVCS to 

understand the additional measures required to 

mitigate the impact of helicopter vibrations on a 

US Army Aviator should be developed. 

EXPECTED OUTCOMES

US Army UH60:

1979: UH60A first entered service 

1989: UH60L entered service

2006: UH60M entered service 

The UH60M incorporates a new component, the 

Active Vibration Control System (AVCS). 

Purpose of AVCS: reduce helicopter cockpit and 

cabin vibrations by mechanically generating additional 

airframe vibratory loads out-of-phase with the main 

rotor induced 4 per rev vibrations (vibration due to 4 

blades per revolution of MR)

Additionally: adapt with varying rotor speeds between 

90-105% rotor speed and changing flight conditions 

such as varying weight and CG due to fuel burn or 

mission equipment. (UH60M TM 1-1520-280-10)

AVCS Components:

Active Vibration Control Computer (AVCC)

AVCS Electronic Unit (EU)

Force Generators (x3)

Prevailing Issue: UH60 pilots experience chronic back 

pain and injury

Questions: Does the UH60M AVCS effectively reduce 

the helicopter vibrations endured by pilots? Do pilots 

who have flown only UH60L experience greater 

pain/injury than those who have flown only UH60M? 

Does mitigating care (massage, chiro, physical 

therapy, etc.) combat the issue and at what cost 

physically and monetarily?

Hypothesis: UH60M AVCS reduces the vibrations 

endured by pilots, but the incorporation of the AVCS 

does not mitigate the deterioration of pilot spinal 

health.

INTRODUCTION

Vibration Experimentation:

• Utilize a vibration table and models of various 

spines using required positioning and different 

known injuries (bulging disk, herniated disk, 

fractured vertebrae)

• Apply known vibration signatures of both UH60M 

and UH60L to vibration table

• Observe impact of applied vibrations using high 

speed cameras of MIT Nano Lab (Dr. Anthony)

METHODS CONT.

ABSTRACT: It is no secret that helicopter pilots are exposed to significant whole-body vibrations, but little has been done to mitigate the issue. 
Components have been added to the UH60M to reduce vibrations felt by the aviator, but injury is still prevalent. This project will aim to understand 
the extent of injury and pain endured by UH60 pilots, while testing the impact of UH60 M and L vibrations on a pilot. We intend to test spine 
models on a vibration table to understand the injuries sustained during long duration exposure and continued exposure to injured spine models. 
Additionally, a modified survey of past research will explore the efficacy of the AVCS in reducing vibration endured by pilots. We will also gain an 
understanding of alternative methods used by UH60 M and L pilots to mitigate or reduce the pain. 

DISCUSSION
Understanding how the helicopter vibrations impact 

the musculoskeletal health of UH60 pilots has 

numerous nuances that are difficult to capture. How 

do the vibrations exacerbate the poor posture 

required of the pilots to manipulate the controls. This 

will expose many underlying issues of human factors 

integration in cockpit design and modernization. 
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These results are preliminary and are part of a 

broader research effort towards improving guidance, 

navigation, and control for aerocapture at Uranus.

We are currently developing stochastic optimization-

based guidance algorithms so that we can optimize 

over a probabilistic distribution over atmospheric 

density during aerocapture. We expect that this will 

improve the fidelity of aerocapture guidance, and 

hope that it will reduce mean delta-V and reduce the 

probability that extreme atmospheric conditions lead 

to a crash or escape from the Uranus system.

FUTURE WORK

Aerocapture is a 

maneuver where a 

spacecraft dives 

through the 

atmosphere of a body 

to slow down and 

prepare for orbital 

insertion, as an 

alternative to 

propulsive orbital 

insertion.

INTRODUCTION METHODS

These results indicate that a KLE-generated 

Gaussian random field can represent density with 

similar statistics to UranusGRAM, as expected. 

Other researchers have previously found similar 

results for MarsGRAM [4]. Our results are 

consistent with the literature.

DISCUSSION

ABSTRACT: Aerocapture is a key enabling technology for NASA’s planned Uranus flagship mission. Previous studies have shown 

that aerocapture can reduce flight times to the ice giants by 5 years [1] and can increase payload mass by 40% [2] when compared to 

fully propulsive orbital insertion. However, atmospheric uncertainty significantly increases the difficulty of successful aerocapture at 

Uranus. This poster presents some preliminary results on modeling the atmosphere of Uranus as a Gaussian random field and 

proposes integrating this model into stochastic guidance algorithms for aerocapture at Uranus.

The plot below shows density profiles sampled from 

UranusGRAM and from our KLE representation of 

density. Statistics are computed over 1,000 samples 

from each model.  

We generated 1,000 possible Uranus atmospheres 

using UranusGRAM [3]. We then performed a 

Karhunen–Loève expansion (KLE) on empirical 

atmospheric perturbation data to get a discrete 

representation of a Gaussian random field 

representing the Uranus atmosphere. With λ and ɸ 

representing eigenvalues and eigenfunctions of the 

normalized density perturbation covariance matrix, 

respectively, the KLE density is given by [TODO cite]:

Conditions experienced during aerocapture are 

similar to those experienced during atmospheric 

entry and descent. A nominal aerocapture trajectory 

at Earth, using fully numerical predictor-corrector 

guidance (FNPAG) is shown below, with peak 

dynamic pressures on the order of 11 kPa. 

Atmospheric uncertainty poses a major challenge 

for aerocapture at Uranus.



Silicon Photomultipliers as Free-Space Optical Communication 
Sensors 

Leonardo Gallo1, Joseph Hollmann2, Carl Hansen2, and Kerri Cahoy3

April 8, 2024

1MIT Draper Scholar, 2Draper, 3MIT STAR Lab

METHODS
• Pointing (2x2 SiPM Array)

• High Speed Pulsing
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• A COTS SiPM from OnSemi is shown to have angular 
resolution of 1	𝜇𝑟𝑎𝑑𝑠 and a measurable response to 80 
MHz pulses both in simulations and experiments. 

• Additionally, the SiPM simulation correctly models the 
SiPM’s avalanche current with no circuit complexity 
introduced when modifying the number of firing cells. 

• Averaging the pointing signal directly decreases the NEA.
• For future experiments, an FSM with higher step resolution 

is needed to test the SiPMs NEA limit. 
• Future work will include a case study of various geometries 

and material properties of the SiPM as well as a 
demonstration of simultaneous pointing and communication 
to the sensor with various modulation schemes. 

CONCLUSIONS

• Silicon Photomultipliers (SiPMs) accurately quantify a signal 
of light at the single-photon level. 

• Key advantages of this solid-state sensor include low 
voltage operation, insensitivity to magnetic fields, and 
uniformity in response. 

• The sensor reports information on a slow axis 
(instantaneous photon flux) and fast axis (derivative of 
photon flux). 

• The sensor performance is evaluated for a 3U CubeSat 
cross-link. The communication demonstration  requires data 
rates of 20 Mbps and a link distance of 1000 km. The slow 
axis (100Hz) used for pointing, and the fast axis (200MHz) 
for communications.

INTRODUCTION
• Optical Link Budget

• High Speed Pulsing

• Noise Equivalent Angle 

RESULTS
• The reported angle accuracy from the simulation is in the 

order of 1	𝜇𝑟𝑎𝑑𝑠. In comparison, the TBIRD[2] mission 
accomplished  10	𝜇𝑟𝑎𝑑𝑠.

• It is possible to further improve the angle  accuracy by 
modifying the diameter of the collimated beam and 
decreasing the gap in between the sensor array. 

• The experimental NEA is limited by the FSM (60 𝜇𝑟𝑎𝑑𝑠)
• The required transmitted power to achieve a BER of 10^-

6 for SiPMs is round 37.8 mW. This is an order of 
magnitude lower than the 200mW transmitted power for 
the CLICK BC Mission[3]. 

• For the high-speed pulsing simulation, the noise in the 
signal is modeled as shot noise.

• Experimentally, On-Semi’s C-series SiPM is tested at 20, 
40, and 80 MHz. The results match the simulated values. 

DISCUSSION

ABSTRACT: Silicon Photomultipliers are solid state sensors with low voltage operation, single-photon quantification, and insensitivity to 
magnetic fields. They are commonly used for bio-imaging and lidar. The two output signals inherent to the SiPM architecture characterize the 
instantaneous photon flux and its derivative. These signals are denoted as the standard axis and fast axis signals, respectively. The simultaneous 
access to these signals enables pointing (slow axis) and free space optical communications (fast axis). The simulation of a 2x2 SiPM array 
scanned by a 2mm diameter beam resulted in an angle accuracy of 1	𝜇𝑟𝑎𝑑𝑠	. A model that simulates the response of a SiPM to high-speed pulses 
is introduced. Lastly, a power link budget for a crosslink of 1,000 km and Bit Error Rate (BER)  requires a transmit power of at least 37.8 mW. 
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METHODS
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• Coupling coefficients for geometric coupling designs for undersea 

IWPT applications were analyzed.

o R-type coupling geometry showed to be most comparable with 

state-of-the-art in-air geometry designs with a maximum coupling 

coefficient of 0.9339 at a gap distance of 5 mm.

• Further steps:

o Test lateral misalignment in undersea applications while keeping a 

constant ferrite volume.

o Continue to model various geometries to maximize coupling while 

minimizing material volume.

o Change the operating region to seawater and compare results to 

air.

o Simulate eddy current losses due to conductive saltwater medium.

o Test the impact of hydrostatic pressure on different ferrite 

materials.

CONCLUSIONS

• AUVs used for environmental, scientific and military applications [1].

• Undersea adds additional challenges to charging [2]:

o Increased misalignment due to ocean currents.

o Decreased coupling due to biofouling.

o Decreased longevity due to enhanced corrosion.

o Increased eddy current losses due to conductive saltwater medium.

INTRODUCTION RESULTS

• The R-type coupling geometry kept comparable coupling 

coefficients to the in-air designs across the parametric analyses.

o CA-type and half CA-type did not perform as well, most likely due 

to wasted surface area in the secondary coil that did not 

maximize magnetic flux. 

• However, the CA-type and half CA-type use significantly less 

materials than the R-type, as shown below. 

o This reduces both the weight and cost of the IWPT system.

DISCUSSION

ABSTRACT: Inductive wireless power transfer (IWPT) has emerged as a promising alternative for charging high powered systems in air, surpassing traditional methods 
due to its advantages in efficiency, convenience, and robust design. Recently, IWPT has been employed in remote charging systems for autonomous underwater 
vehicles (AUVs) to increase mission length and travel distance and speed while decreasing required oversight to operate the system [1]. However, the technology used 
in air cannot be directly transferred to an underwater environment due to differing environmental conditions, such as, but not limited to, higher hydrostatic pressures, 
lower temperatures, ocean current disturbances, and a conductive medium [2]. This research aims to design an undersea IWPT system that is versatile, durable, and can 
transmit >1 kW of power by analyzing geometries and materials used in in-air WPT applications and comparing their performance with geometries that are applied to 
current AUV designs. The geometries were modeled using ANSYS Maxwell and the coupling coefficients of the primary and secondary coils were parametrically 
analyzed as a function of both gap distance and lateral misalignment. By maintaining a high coupling coefficient, a higher magnetic flux can be received by the 
secondary coil, therefore increasing charging efficiency. It was found that the R-type undersea coupling design performed similarly to the rectangular and circular in-air 
designs, while the CA-type and half CA-type coupling was comparatively suboptimal. The high coupling coefficient of the R-type design is advantageous for underwater 
IWPT systems as it can minimize magnetic field losses and maximize charging efficiency.

Type Pros Cons
Direct 
Electrical 
Contact 
(DEC)

• Fast Charging
• High efficiency

• Difficult alignment constraints
• Lower life cycle
• Weak concealment (corrosion/short 

circuit)

Solar
• Essentially unlimited 

range

• Slow charging
• Location, season and weather dependent
• Surface to charge
• Weak concealment

Battery 
Swapping

• Fast charging
• Weak concealment
• Manned
• Requires resurfacing

Inductive 
WPT

• Strong concealment
• kHz operating frequency 

• Shorter transmission difference
• Attenuation issues

In-Air Undersea
Rectangular Circular CA-Type R-Type Half CA-Type

Reference Date Output 
Power

End-to-end 
Efficiency

Operating 
Frequency

Geometry

[3] 2023 11 kW 93% 85 kHz N/A

[3] 2019 120 kW 97% 22 kHz DD

[4] 2012 60 kW 83% 20 kHz I-Type

[5] 2015 38.7 kW 73% 10.8 kHz DD

Name Date Output 
Power

End-to-end 
Efficiency

Operating 
Frequency

Geometry

Tohoku 
University

2004 500 W 90% N/A Cone-type 
circular

Harbin IT 2020 630 W 89.7% 50 kHz Dipole type

Nanjing IT 2023 575 W 92.51% 50 kHz Circular Arc-
type

Huazhong 
University

2017 1.0 kW 92.41% 465 kHz Three Phase 
coil

Zhejiang 
University

2017 300 W 77% 52 kHz R-Type

Table 2: Current high-powered WPT systems in an air environment. 

Table 3: Current high-powered WPT systems in an undersea environment [6].

Table 1: Various types of charging methods for AUV systems [1].

Table 4: All designs were tested in air. The size of the coils was kept consistent, where the 
diameter is 400 mm, the copper coil thickness is 10 mm, and the ferrite thickness is 20 mm.

• Goal: A robust, versatile and durable IWPT system capable of 

transmitting >1 kW of power.

• Present day state-of-the-art high-powered IWPT systems in-air and 

undersea were compared below.

Figure 2: Coupling coefficient as a function of lateral misalignment at a constant transfer 
distance of 50 mm. 

Misalignment

Figure 1: Coupling coefficient of coupled coils as a function of transfer distance. Transfer 
distance is the width of the gap between the primary and secondary coils. 

Transfer 
distance

Circular Rectangular R-type CA-type Half CA-type

0.00377 0.00480 0.00471 0.00368 0.00207

Table 6: Ferrite volume (m3) in each design at a gap distance of 5 mm.

Circular Rectangular R-type CA-type Half CA-type
0.9364 0.9286 0.9339 0.6423 0.4859

Table 5: Coupling coefficient in each design at a gap distance of 5 mm.
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METHODS

• Develop a multidisciplinary analysis framework for 

the design and optimization of aeroassist vehicles

• Framework involves generation of geometries, 

aerodynamic analysis, ablation modeling, and 

trajectory propagation within design loop

• Ablation modeling handled using free-form 

deformation, where recession is represented as the 

alteration of splines that define the geometry
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• Aeroassist vehicles are space systems that use 

aerodynamic forces to modify their trajectories

• Examples include:

• Aerocapture

• Aero-gravity assist

• Aerobraking

• The above examples offer a variety of 

advantages over purely propulsive maneuvering

WHAT ARE AEROASSIST VEHICLES?

• Aeroassist vehicles experience considerable 

aerodynamic heating, causing mass ablation

• The effects of the resultant shape change are poorly 

understood, leading to the below research questions

1. What steps need to be taken to model and analyze 

systems undergoing shape change in flight? 

2. What is the effect of recession on aerodynamics and 

the trajectory during aeroassist maneuvers?

3. What is the uncertainty in aerodynamic performance 

due to ablation at a variety of destinations?

4. What Pareto optimal vehicle designs can we identify 

for aerocapture and aero-gravity assist missions?

RESEARCH QUESTIONS

• Blunt and lifting-bodies modeled, analyzed, and 

propagated in aerocapture trajectory loop

RESULTS

ABSTRACT: A multidisciplinary analysis framework is proposed to study challenges relevant to the design of space systems that use 

aerodynamic forces to modify trajectories, such as aerocapture and aero-gravity assist vehicles. The framework integrates toolsets to 

model vehicle geometries, analyze their aerodynamics, and propagate trajectories, among other disciplinary analyses. The investigation 

seeks to use the framework to identify optimal aeroassist vehicles. Particular focus is placed on the path-dependent coupling of vehicle 

shape, aerodynamics, and thermal response during flight accounting for the effects of vehicle shape change due to ablation. 

Aerocapture Maneuver Diagram:

Aero-gravity Assist Maneuver Diagram:

Ablated Surface

Original Surface

Lifting Wall Pressure Blunt-Body Recession Mapping

Blunt-Body Uranus Aerocapture Results

Blunt-Body Lifting-Body
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METHODS

Our design considered key findings in past work and 

prioritized mitigating parasitic losses. 

• Firstly, Stirling engines gain efficiency based on the 

temperature differential, as you scale down it 

becomes exponentially harder to maintain a large 

temperature difference between hot and cold 

sides. This means that we want to create as much 

distance between the hot and cold side as possible 

→ maximize piston length 

• Second, we need to manage our parasitic losses 

one of the largest being conductive heat loss. A 

free piston design allows for a completely closed 

system (easier to contain heat), no mechanical 

linkage (reduces complexity and increases 

lifetime), and high thermal efficiency. 

• Regenerators are also key component as they 

store excess heat that might normally be lost and 

maximize heat transfer between the pistons
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We will continue to explore the model with the goal of 

establishing a viable design space for a MEMS 

Stirling engine given a 2W threshold. Our exploration 

will also explore the space for non-traditional 

materials in search of the highest attainable 

efficiency for this design. 

CONCLUSIONS

• Stirling engines operate by compressing and expanding a 

‘working fluid’ to generate heat energy which can be converted 

into mechanical energy. 

• Stirling engines have some of the highest efficiencies compared 

to competing technologies. 

• Miniaturized Stirling engines were first studied in 1989 and a 

fundamental thermodynamic framework was built up from there. 

• In 2018 a research group produced and tested a prototype at the 

mm scale. The prototype did not work as predicted and this was 

likely due to unaccounted parasitic losses[3]. Key components 

here are the heat source, working fluid (gas), free piston design, 

and regenerators

INTRODUCTION

Double acting Stirling 

with balanced pistons:

At such a small-scale 

deviations in the piston 

motion could eventually 

lead to reduced 

efficiency or in some 

cases a non-

operational system. 

The design need here 

is to make sure we 

have balanced piston 

motion.

We have also included 

regenerators in the 

system to help 

maximize heat transfer. 

We were able to model 

this design using 

Simulink to start 

observing the engine 

performance and pull 

an estimated 

mechanical efficiency 

from the model. The 

idea is that each pair of 

pistons will create a 

sinusoidal motion to 

offset the other. 

However, our model 

first ran into stability 

issues resulting from 

the four pistons 

deviating. We corrected 

this issue by adding a 

hard stop to the ends 

of this pistons. 

RESULTS

Glass was chosen as the housing around the pistons because of 

it’s low thermoconductivity. Early runs of our model showed we 

were losing a significant portion of heat through the housing, 

which made this a priority parameter to optimize for. Since we 

can relate heat through the housing:

𝑄 ∝
𝐴 ∙ 𝑇ℎ

𝐿
.

By reducing the overall housing area it increased our 

overall mechanical efficiency from 4% to 7%! 

DISCUSSION

ABSTRACT: As technologies continue to advance there is a desire to make energy sources as small as possible and as powerful as possible. Space probes and other high reliability 

systems have a need for power in remote, harsh environments that require novel materials development to meet growing power and thermal management requirements while still 

maintaining small form factors. Today there are no micro power systems that have efficiencies greater than ~2% which meet all mechanical, thermal, and system requirements for 

space probes and other small form factor power needs [1]. However, Stirling engines are promising thermoelectric power conversion technology and are known to achieve high 

efficiency (30-40%) [2]. If this efficiency can be maintained in a small form factor, miniaturized Stirling engines would be a widely desired technology. This study seeks to explore the 

design space of a 2W miniaturized Stirling engine for applications in small-scale (mm), high efficiency power generation. Previous work has laid out a solid thermodynamic foundation 

for miniaturized Stirling engines and shown major gaps in the technology, one of those being the overwhelming parasitic losses that occur at such a small scale [3]. Our design aims 

to mitigate these losses and find an optimal efficiency through modeling done in Simulink. Early models have displayed a 7.1% mechanical efficiency at 2W. We predict that as  

continue to optimize each of the parameters in our model and focus on parasitic losses, we will be able to achieve a much greater efficiency compared to what is currently available. 

Parameter Value Units

Housing 
area

2.204 mm2

Piston 
length

14 mm

Piston side 2.5 mm

Regen 
radius

0.65 mm

k 100

d 0.0213

Efficiency ~7.1%

Power 2.00 W

Frequency ~ 100 Hz

Key parameters:

▪ Damping
▪ Housing area 
▪ Spring constant 
▪ Piston mass
▪ Gas pressure 
▪ Gas type 
▪ Regenerator size

Piston deviation

Stable

Model inputs:

➢ Material properties 

and dimensions 

(glass,si,cu, kapton 

– traditional MEMS 

materials) 

➢ Temperature 

gradient 

Model outputs:

➢ Piston motion 

➢ Efficiency 

(mechanical 

efficiency) 

➢ Total heat flow

➢ Heat flow through 

the housing

[2][3]

[4]
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METHODS
• To enable computational efficiency, and thereby enable 

the quick execution of simulations to achieve fuel and 
yield optimality, closed-form approximate analytical 
solutions for the dynamical models are required.

• The telescope may be modeled using the circular 
restricted three-body problem (CR3BP), but the 
starshade’s large surface necessitates it being modeled 
as CR3BP with solar radiation pressure (SRP), which is 
generally a non-Hamiltonian system.

• The Lindstedt-Poincaré method with successive 
approximations is used to create approximate solutions 
for CR3BP and CR3BP with non-Hamiltonian SRP; 
therefore, numerical integration of the equations of 
motion is not required when designing the trajectory.

• Having determined closed-form solutions, a “star-first” 
approach is used that when a target star is observable 
with respect to the telescope’s position, the necessary 
position of the starshade is calculated, and the closed-
form solutions are used to identify if that position is 
coincident with a periodic orbit.
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• Key contributions from this work include the 
development of closed-form, approximate solutions for 
CR3BP with non-Hamiltonian SRP and the identification 
of a periodic orbit given a position in space. Both enable 
the computationally efficient optimization of the 
trajectories of two spacecraft flying in formation for 
exoplanet characterization.

• One next step is to include removing the assumption of 
the telescope remaining on a single halo orbit – permit it 
to move across an energy-optimal neighborhood, 
thereby opening up the solution space of the optimal 
path finder

CONCLUSIONS

• JPL’s proposed mission, HabEx, was designed to take 
advantage of the formation flight of a space-based 
telescope and starshade about Sun-Earth L2 for 
superior exoplanet characterization.

• The cost of superior characterization is the additional 
cost of second spacecraft and fuel expenditures.

• This work seeks to find a maximal yield path for 
imaging target stars that minimizes fuel expenditures 
via the naturally occurring dynamics of the regime 
during retargeting maneuvers.

• Additionally, this work desires to do so in a 
computationally efficient manner, since the dynamical 
model of this regime has no closed-form solutions.

• This work advances and builds on that of Sanchez [1] 
and Soto [2] and relies on mission design information 
from the HabEx Final Report [3].

INTRODUCTION RESULTS
• Both position error norm plots show that the accuracy 

of the approximate solutions increase as the order of 
the solution increases. Moreover, the accuracy of the 
solution decreases as the amplitudes increase. 
Therefore, a sufficiently ordered solution should be 
used for the desired amplitude to achieve sufficient 
accuracy (Figures 1 and 2).

• This work improves on Soto [2] by utilizing the naturally 
occurring dynamics of the starshade during retargeting.

• This work improves on Sanchez [1] by considering SRP 
when modeling the starshade and the required imaging 
time for exoplanet characterization.

• Using the approximate solutions in the optimization for 
finding the full mission path results in the naturally 
occurring dynamics being used (Figure 3).

DISCUSSION

ABSTRACT: To enable computational efficiency when optimizing for a mission’s trajectory of two spacecraft flying in formation about a
Lagrange point (where one is under the influence of solar radiation pressure), techniques from applied mathematics are employed to
find approximate analytical solutions to the restricted three-body problem. Additionally, the approach for finding the mission’s trajectory
utilizes the naturally occurring dynamics of the regime, thereby minimizing fuel expenditures while maximizing science yield.
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Figure 1. The final position error norm of several orders of 
analytical solutions compared to numerical solutions for various 
halo orbits in CR3BP

Figure 2. The final position error norm of third-order and ninth-
order analytical solutions compared to numerical solutions for 
various orbits in CR3BP with non-Hamiltonian SRP

Figure 3. The first retargeting maneuver in a five-year mission. 
The left-hand plots indicate the control time history, the middle 
plot illustrates the starshade’s path, and the right-hand plot 
shows how the line-of-sight vector moves in the inertial frame.



After training Learning-Enhanced MPC (LE-MPC), 
Monte Carlo Experiments compared against two 
baseline MPC methods and a lookahead method.

RESULTS
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• Learned meta-level policies provide a flexible and 
effective framework to dynamically parameterize 
MPC algorithms while maintaining constraint 
satisfaction and interpretability of traditional MPC.

• LE-MPC successfully applies meta-level policies 
to path-following guidance for FW-sUAS.

• Ongoing work is deploying LE-MPC and baseline 
guidance algorithms in flight tests onboard the 
RAAVEN FW-sUAS (Figure 1). Flight tests will 
validate the controllers’ performance under real-
world plant-model mismatch, sensor noise, 
computational delays, and disturbances.

CONCLUSIONS

• Fast and accurate 3D path-following guidance for 
autonomous FW-sUAS is a fundamental yet 
challenging problem due to nonlinear dynamics, 
limited control authority, strong disturbances, and 
constrained onboard computation.

• Model predictive control (MPC) is SOTA for high-
performance applications; explicitly optimizing 
controls over dynamics and constraints.

• Path-following MPC often jointly optimizes control 
and path reference, increasing OCP complexity

INTRODUCTION
Simulation experiments demonstrate how LE-MPC:
• outperforms state-of-the-art controllers across 

all metrics in Monte Carlo simulations.
• reduces solve times by 25% from MPCC.
• shows good generalization to unseen paths, 

via local path segment inputs during training.
• reduces MPC sensitivity to short horizons.
Limitations of the current work are: 
• assumed an accurate model, full 3D wind 

knowledge, and no feedback delay. 
•  the OLR-MPC meta-level policy is 

computationally expensive, scaling with number 
of rollouts, rollout length, and MPC solve time. 
This makes data gathering slow (~1 hour).

DISCUSSION

ABSTRACT: Fixed-wing small uncrewed aircraft systems (FW-sUAS) are a versatile and cost-effective platform for information gathering tasks in challenging 
environments, however fast, accurate path-following guidance remains a challenge. In pursuit of high-performance guidance, this work develops a novel 
algorithm for enhancing generic nonlinear model predictive controllers with a learned meta-level policy. Our key insight is to reason over the combined MPC-plant 
dynamics. This allows for the formulation of a meta-level optimal control problem wherein a meta-level policy takes actions which adaptively parameterize the 
MPC controller for improved closed-loop performance. Utilizing approximate dynamic programming, an expert meta-level policy is created and used to to train a 
neural network approximation via imitation learning. Extensive simulation experiments showcase the performance and computational efficiency of our method 
when applied to the 3D path-following guidance problem, with real-world flight test results coming soon.

Fig. 1: CU Boulder RAAVEN conducting a low pass maneuver.

𝑈!∗ =	argmin
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ℎ% 𝒙% , 𝒖% ≤ 0 ∀	𝑘 ∈ [0, … , 𝑁 − 1]
𝒙%&' = 𝒙! , 𝒘% = 𝒘!

Given an optimal control problem (OCP) at time 𝑖:

The resulting MPC policy is: 𝜋,-.(𝒙! , 𝒘! 	𝒛! , 𝒄!) = 𝒖'∗ , where 𝒛 
are cost parameters and 𝒄 is the MPC solver state. A meta-
level OCP is defined by combining MPC and aircraft systems 
into a meta-level system: 𝒔!+*	 = [𝒙!+*, 𝒄!+*, 𝒂!] = 𝐹/(𝒔! , 𝒂! , 𝒘!) 
with meta-level action 𝒂! = 𝒛!. Reasoning over meta-level 
dynamics improves performance with real-time iteration SQP 
methods commonly used in robotics. One-step lookahead w/ 
rollout (OLR) finds a meta-level policy by solving:

However, OLR is too complex to run online, and is therefore 
used to train a meta-level policy via offline imitation learning.

Path Error [m] Airspeed [m/s] Lap Time [s] Solve Time [ms]

MPCC 2.9 (---) 19.6 (---) 115.3 (---) 2.15 (---)

Lookahead 14.5 (+394.9%) 18.0 (-7.7%) 153.9 (33.4%) ---

CR-MPC 3.4 (+ 14.7%) 19.7 (+0.6%) 110.5 (-4.1%) 1.62 (-24.5%)

LE-MPC 2.3 (-20.1%) 20.3 (+3.9%) 109.3 (-5.2%) 1.62 (-24.6%)

Table 1: Mean Performance Statistics on Training Path

Path Error [m] Airspeed [m/s] Lap Time [s] Solve Time [ms]

MPCC 0.788 (---) 21.5 (---) 150.5 (---) 2.15 (---)

LE-MPC 0.693 (-12.0%) 21.5 (+0.01%) 149.8 (-0.43%) 1.62 (-24.6%)

Table 2: Mean Performance Statistics Over Unseen Test Path

Fig. 2: Training Path Fig. 3: Unseen Test Path

Fig. 4: Effects of Horizon Length on Cost and Solve Time

Path-Following Cost:
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RESEARCH FOCUS POINTS
Hardware:
1. What hardware controls and components are 

required to enable robust system security while 
maintaining sufficient resources for machine 
learning models?

Side Channels:
2. What controls can be implemented to prevent side 

channel attacks such as power analysis or timing 
attacks?

Software/Firmware:
3. What cryptographic schemes can run on the 

resource constrained TinyML architecture?
ML Model:
4. What mechanisms can be put in place to ensure 

secure execution of the ML model and prevent 
data leakage or privacy breaches?
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Motivation:
• TinyML explores the coupling of low-power edge 

devices and machine learning models resulting in 
intrinsic compute, memory, and power constraints

• TinyML devices have a variety of use cases similar to 
those of traditional IoT devices and as a result are 
often physically accessible

• These devices contain proprietary software, model 
parameters, and observed phenomena which if 
exposed or tampered with can lead to loss of 
intellectual property, privacy breaches, or erratic 
behavior

• These threats are exacerbated by their physical 
accessibility

• Implementation specific security mechanisms must be 
put in place to prevent the TinyML devices from being 
compromised

Research Question:
What controls can be implemented to maximize the 
security of TinyML devices given constrained compute, 
memory, and power resources?

INTRODUCTION POTENTIAL CONTROLS PROPOSED APPROACH

ABSTRACT: Machine learning and artificial intelligence methods have made significant progress in recent years, enabling 
their deployment on compact edge computing devices. In academia, this field of research is commonly referred to as 
TinyML and explores the coupling of low-power embedded systems and machine learning models. As with any computing 
field in its infancy, proper hardware and software security mechanisms are often initially overlooked, allowing data leaks, 
privacy breaches, and other malicious activity. To address these issues, this project aims to provide a series of 
implementation standards for the hardware through software levels of TinyML devices to enable safe development, 
deployment, and usage of these pieces of technology.

ML Model
Side Channels

Figure 1: Typical TinyML Module Configuration

Hardware Controls:
• Build system with crypto-sensitive chip and/or 

integrated Trusted Platform Module used for 
key management, certificate management, and 
cryptographic operations

• Implement cryptographic authentication for 
connections to JTAG/USB/Programmable ports

Side Channel Controls:
• Data masking / elimination techniques
• Cryptographic process randomization
• Physical shielding

Software/Firmware Controls:
• Lightweight AES, Ascon
• Secure boot to authenticate and protect device 

firmware

ML Model Controls:
• Encrypt model when inactive, decrypt when 

making inference
• Federated Learning and Differential Privacy

Software/Firmware

Hardware

The crux of this research is managing the intrinsic 
compute, memory, and power constraints introduced 
by TinyML implementations. Traditional IoT devices 
and embedded systems do not have to sustain the 
large overhead of a machine learning model. As 
such, many of the standard approaches for securing 
these devices must be altered if they are to be 
applied to TinyML devices. Moving forward the 
following steps must be taken.

1. Survey the current landscape of embedded 
platforms that can support the overhead of 
cryptographic schemes and TinyML 
implementations

2. Explore existing IoT/embedded system 
vulnerability controls, side channel attack 
safeguards, and cryptographic schemes

3. Build a framework to test and optimize candidate 
controls for TinyML architecture

4. Select feasible controls and build a series of 
secure TinyML implementation standards

5. Integrate selected controls and hardware to 
produce a proof-of-concept based on the PA1 
Person Detection Module developed at Harvard 
University [1,2]
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• Characterization of MTJ may be executed with radiation 

test and with dosimetry-thermal-device response models.

• This work demonstrates the importance of the two-

temperature solution to model non-equilibrium radiation 

induced device response.

• Next steps - higher precision model with analysis of:

(1) Dosimetry

(2) Non-linear thermal effects

(3) Spin dynamics 

(4) Experimental uncertainty propagation, overfitting of data.

CONCLUSIONS

INTRODUCTION

• Fitted result of 𝚫(𝐓𝐩, 𝐊𝐞𝐟𝐟𝟎, 𝐓𝐂𝐮𝐫𝐢𝐞) matches 

expectation for observed SEU probability (↓ SEU 

probability = ↑ Keff0, TCurie) but under-predicts 

magnetocaloric properties and are not coupled as 

expected to write-efficiency Δ/Ic0 reported 9 

• Possible explanations: (A) invalidity of our energy 

density model (B) an impact of spin dynamics 9 .

• Coefficient of variation of result fit are equal for 

COMSOL and integral solution method near ~0.4

• No major distinction between states 𝟏 → 𝟎, 𝟎 → 𝟏 in 

Keff0 (MJ/m3) and TCurie contributing to Δ
• Limitations:

(1) Ignores spin dynamics. 9

(2) Ignores non-linear property effects in the two-

temperature model4,11

DISCUSSION

ABSTRACT: Magnetic tunnel junctions (MTJ) in magnetoresistive RAM (MRAM) are an emerging non-volatile memory (NVM) bit cell expected 
to be inherently space radiation hardened, 1 but the physics of heavy ion single event upsets (SEU) are not fully studied. 2 Ions from solar flares or 
galactic cosmic rays are a concern for polar orbits, through the South Atlantic anomaly, or beyond the protective van Allen belts and recent studies 
predict a SEU probability per strike of 8/100 for worst case particles3 , further it is not well known how to predict their radiation response. This 
study predicts MTJ magnetocaloric properties from heavy ion test data, estimating a MTJ switchable free layer TCurie ∈ 550 − 850 K and effective 
anisotropy energy density Keff0 ∈ 0.3 − 0.8 MJ/m3 which depends on two-temperature model parameters.

• Applications: Advanced AI 

chips in space & rad-hard 

memory rely on MTJ.

• Literature: No modeling of 

transient thermal effects 

causing MRAM SEU have 

been demonstrated.2,3

• Previous work: Single 

event activation (SEA) was 

proposed to model MRAM 

SEU but failed  taking 

electron = phonon temp.

Aim: Apply a two-

temperature model to 

predict device bit error 

response assuming 

Arrhenius activation rate 

equation.

• Presented: Bit error probability is fit to test data 3 given, 

Curie TC., energy density Keff, intrinsic switch time τ0. 

• Results: Statistically significant results to predict TCurie and 

τ0 are reached, but the fitted model does not reproduce 

reported thermal stability factor Δ ∝ Keff T  of similar device7

• A Gaussian pulse in time, space 𝐀(𝐫, 𝐭) – is normalized 

to heavy ion LET, 

• The two-temperature model of the free-layer is linear 

with electron and phonon temperatures Te r, t , Tp r, t 4,5

Ce𝜕tTe = Ke∇2Te − gep Te − Tp + A(r, t)  

Cp𝜕tTp = Kp∇2Tp + gep Te − Tp  

σSEU = AFL ׬ τ0
−1e−KeffVFL/kBTp dt 

Keff = Keff T~0K 1 −
Tp

TCurie

2

 

• Cross section 𝛔𝐒𝐄𝐔(𝐜𝐦𝟐/𝐛𝐢𝐭) fits magnetocaloric properties 

for a direct ion hit to the MTJ w/ stability Δ =
 Keff T, TCurie VFL/kBTp. 

•  𝐓𝐩 𝐫, 𝐭  is found w/ integral method12 & COMSOL Finite 

Element Method (FEM)

Define dosimetry –
constant linear energy 

transfer (LET)

Simulate thermal 
transient in Fe bulk 
properties at 300 K

Obtain magetocaloric 
property by fit to 

radiation test data

THERMAL CARRIERS DURING SINGLE EVENT 

𝑻𝒆𝒍 Source Gaussian Standard Deviation
𝝈𝒓 = 𝟎. 𝟔𝟔 𝒏𝒎 

ℓ𝐩 = 𝟐𝟐. 𝟎 𝐧𝐦 > 𝐑𝐌𝐓𝐉

𝐯𝐅𝐞𝐫𝐦𝐢~𝟐𝟎𝟎𝟎 𝐧𝐦/𝐩𝐬
𝐯𝐒𝐨𝐮𝐧𝐝~𝟑. 𝟓 𝐧𝐦/𝐩𝐬 ℓ𝐞𝐞 = 𝟏. 𝟓 𝐧𝐦

ℓ𝐞𝐩 = 𝟐. 𝟕 𝐧𝐦

Phonon System Timeline  
𝐓𝐩,𝐦𝐚𝐱 𝐫 = 𝟐𝟎 𝐧𝐦 = 𝟑𝟖𝟎 − 𝟗𝟎𝟎 𝐊 

(3) 0.01-5 ps: electron-phonon scatter 

increases phonon temperature, 

equilibrate

(4) 10-30 ps: Mean time to bit error for 

Arrhenius activation model

(5) 1-5 ns: System relaxation 𝑇𝑝 to 300 K

Electron System Timeline 

𝐓𝐞𝐥,𝐦𝐚𝐱 𝐫 = 𝟐𝟎 𝐧𝐦 = 𝟏𝟎𝟑 − 𝟏𝟎𝟒 𝐊 

(1) 0.1-5 fs: Gaussian distributed 

electrons in r < 0.66 nm 11

(2) 5-25 fs: Electron-electron scattering 

causes peak electron temperature 

MTJ radius
𝐑𝐅𝐋 = 𝟐𝟎 𝐧𝐦 

In
su

latin
g B

o
u

n
d

aryA
xi

sy
m

m
et

ri
c 

C
o

o
rd

. (1) (2) 

(3) 
(5) 

• L: FEM solution Te(t)-Solid & Tp t -Dash vs. LET

• R: σSEU LET , LET ∈ (15-125) MeVcm2/mg integral method

SINGLE EVENT RESPONSE IN MRAM

Results and Literature 𝚫 𝐓𝐂𝐮𝐫𝐢𝐞(K) 𝐊𝐞𝐟𝐟𝟎 (𝐌𝐉/𝐦𝟑) 𝛕𝟎(𝐧𝐬)

MTJ Data in Literature

Radiation test (CoFeB)*6 50-75 730 − 1300 0.13 − 0.19∗ 1

D = 40 nm MTJ: 0 → 1 3,7 ~108 - -

D = 40 nm MTJ: 1 → 0 3,7 ~80 - -

Two-Temperature Model Numerical Solution

FEM-Insulated 𝟏 → 𝟎 92 𝟖𝟏𝟎 ± 𝟓𝟎 𝟎. 𝟕𝟑 ± 𝟎. 𝟔𝟔 𝟎. 𝟖 ± 𝟎. 𝟐

FEM-Insulated 𝟎 → 𝟏 40 𝟕𝟗𝟎 ± 𝟗𝟎 𝟎. 𝟑𝟑 ± 𝟎. 𝟑𝟒 𝟎. 𝟑𝟒 ± 𝟎. 𝟎𝟗

Integral solution-open 𝟏 → 𝟎 59 𝟓𝟔𝟎 ± 𝟐𝟕 𝟎. 𝟔𝟔 ± 𝟎. 𝟓𝟗 𝟎. 𝟑𝟓 ± 𝟎. 𝟎𝟕

Integral solution-open 𝟎 → 𝟏 30 𝟓𝟓𝟐 ± 𝟑𝟓 𝟎. 𝟑𝟎 ± 𝟎. 𝟐𝟖 𝟎. 𝟏𝟑 ± 𝟎. 𝟎𝟐
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METHODS

Utilizing data collected through 

USAARL from aviation Human Factors 

Evaluation (HFE) events and Upset 

Prevention and Recovery Training 

(UPRT)

• Participant Data

• Flight Data

• Physiological Response Data

• Eye Tracking

• fNIRS

• Electrocardiography*

• Respiration*

• Skin conductance*

• Electroencephalography*

• Electromyography

Previous studies validated the use of 

EEG to determine physiologic 

relationships during flight.1
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Analyzing relationships between how pilots react to 

certain situations can help improve resilience and 

stress response, enabling aviators to maintain 

composure throughout stressful missions.

The Future Vertical Lift program intends to 

incorporate operator monitoring through physiological 

means. Future work to incorporate stress monitoring 

and management can help keep aviators operating 

safely.

CONCLUSIONS

Aviators must effectively manipulate 

controls, communicate on multiple radios, 

navigate, remain alert to the surrounding 

environment and coordinate both 

internally as a crew and externally as a 

flight of multiple aircraft to execute 

missions safely and successfully.

Stress and Fatigue affect many areas of 

performance critical to aviation

• Attention

• Memory

• Communication

INTRODUCTION

It is anticipated that during data analysis relationships will be 

detected between modes of flight, such as reacting or recovering 

from an emergency and the pilot’s physiological response.

Data collection is on-going through USAARL aviation studies. 

ANTICIPATED RESULTS

ABSTRACT: Aviation is considered one of the most dangerous professions. Army Aviators are constantly exposed to high stress 

environments and must practice resilience and stress management to effectively operate in high operational tempos. The purpose of 

this study is to analyze and evaluate aviator physiological data such as heart rate and level of strain throughout a flight and match the 

personal data to aircraft flight data. The goal of the analysis is to uncover trends and identify relationships throughout modes of flight 

and levels of high stress in order to find methods of combatting stress response in aircrews.

U.S. Army Aeromedical 

Research Lab

B-Alert x10 or x24

EEG

Tiger Tech 

Warfighter Monitor

ECG and PPG 

Polar H10

ECG and PPG 

*These three devices 

currently have an 

airworthiness release (AWR) 

for military aircraft.
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METHODS
• DeepONets are neural operators based on the 

universal approximation theorem for neural 
operators [2]. 

• We train our model on a set of 45 simulations of 
Mach numbers ranging from 8.1 to 12.9 for the 
double-cone geometry. 
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Data set came from the Farhat Research Group at Stanford

• DeepONets serve as accurate surrogate models for 
hypersonic flows, capturing relevant flow features.  

• After initial training, neural operators provide 
significant speed-up in predicting hypersonic flows.   

• Initial training neural operators can be 
computationally expensive. Further algorithmic 
development and research will improve the training 
of these models. 

CONCLUSIONS

• The high cost of resolving flow fields can be 
reduced by reduced order modeling (ROM) 
methods with some accuracy tradeoffs. In this 
study, we implement Deep Operator Networks 
(DeepONets) as a more expressive alternative to 
traditional ROM.  

• We look at the benchmark double-cone geometry, 
which contain various hypersonic flow features 
such as multiple shock formations and flow 
separation [1]. 

INTRODUCTION RESULTS
• Neural operators are accurate surrogate models 

for the double cone problem. The pressure 
coefficient predictions at the boundary along 
with test error calculations demonstrate good 
generalization capabilities. More prominent 
errors occur around shocks and complex 
interaction regions.  

• DeepONet predictions can be applied to 
engineering design problems that require many 
CFD simulations such as aero-optical mitigation. 
The optical difference calculations from the 
density field demonstrates a practical use case. 

• The training of the DeepONet requires upfront 
CFD data generation to learn the solution space. 
Then, flow solutions can be generated within 
seconds using the trained model.  

DISCUSSION

ABSTRACT: The high computational cost of resolving hypersonic flows necessitates the development of reduced order modeling (ROM) 
methods for practical engineering design problems such as aero-optical mitigation. Traditional ROM methods rely on linear mappings with poor 
generalization capabilities. The development of neural operators introduces a method to encode operator mappings using neural networks. The 
application of neural operators to hypersonic flows provides a more expressive alternative to traditional ROM with potentially better generalization 
capabilities. In this project, we apply a particular neural operator framework, the Deep Operator Network (DeepONet), to the hypersonic 
benchmark double-cone problem and present model results. Additionally, aero-optical quantities are presented from the DeepONet outputs. 

DeepONet Framework from [2]

Double-Cone geometry

Density predictions and optical path difference calculations for a ray along the yellow 
path on the right contour for Mach 10. Scales are physical units [m3] and [kg/m3].  

Horizontal Velocity DeepONet prediction for Mach 10 (left), exact solution 
(middle), and point wise error (right). Scales are normalized from 0 to 1. 

Pressure predictions: bottom left figure gives the pressure coefficient predictions on 
the boundary compared to experimental data at Mach 12.43, and bottom right 

presents the error for each data sample. Scales are normalized from 0 to 1. 

Relative L2 errors for each field variable for a trained model

https://doi.org/10.2514/6.2023-0856
https://doi.org/10.1016/j.engappai.2023.107615
https://doi.org/10.1016/j.engappai.2023.107615


Accelerating Vision System Prototyping with Reinforcement Learning

Tzofi Klinghoffer*, Kushagra Tiwary, Nikhil Behari, Bhavya Agrawalla, Ramesh Raskar
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Massachusetts Institute of Technology
Abstract: Rapid prototyping of vision systems is critical in many areas, such as scientific discovery, robotic design, responding to evolving threats on the battlefield, and more. We propose the use of 
reinforcement learning to co-design imaging hardware with vision algorithms, enabling highly automated design of task-specific vision systems. Vision systems consist of cameras to encode visual 
information about the world and perception models to interpret this encoding. Cameras contain (1) illumination sources, (2) optical elements, and (3) sensors, while perception models use (4) 
algorithms. Directly searching over all combinations of these four building blocks to design a vision system is challenging due to the size of the search space. Moreover, cameras and perception 
models are often designed independently, leading to sub-optimal task performance. We formulate these four building blocks of vision systems as a context-free grammar (CFG), which can be 
automatically searched over with a learned camera designer to jointly optimize the imaging system with task-specific perception models. By transforming the CFG to a state-action space, we then 
show how the camera designer can be implemented with reinforcement learning to intelligently search over the combinatorial space of possible imaging system configurations. We demonstrate our 
approach on two tasks, depth estimation and camera rig design for autonomous vehicles, showing that our method yields rigs that outperform industry-wide standards in simulation.

* Draper Scholar (Mentor: Margaret Duff)

Vision system design is challenging
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Single-Camera Rig
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Single-Cam Multi-Cam

nuScenes rig 0.267 0.355

Our rig 0.341 0.427

Comparison

Strategies
• Distribute views and FoVs
• Maximize height
• Maximize pixels on road

Rapid prototyping of vision systems is critical
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INTRODUCTION

System Dynamics Modeling is an engineering discipline. 

Specifically, it is a technique to frame, understand, and 

discuss complex systems. There are many complex 

systems in engineering, and that complexity is represented 

by dynamic modeling. Modeling creates the ability to 

understand the relationships that exist between the 

variables in the complex system. For this project we are 

leveraging S.D Modeling to represent a complex human 

enterprise.

There are dynamics in the enterprise that impact its 

performance. Situations on the ground can make people 

and processes change and interact differently, depending 

on their state within the operating parameters. Modeling 

feedback loops allow leadership to understand how the 

system changes over time. 

Instead of focusing on making a model for a given 

prediction, we utilized company leadership in the model 

construction process to simulate their view on the current 

system. A model diagram was created and presented in 

various focus group meetings with company leadership 

across multiple departments. The goal was to ensure we 

created a model that leadership will use.

METHODS: Impact of Feedback Loops RESULTS:
Scenario 1

Scenario 2

DISCUSSION:
• Each column in the Input Table represents a model run. The 

highlighted value indicates a change occurred from the base run. 

• Every time a scenario is created, there is a base run. Alternating 

model inputs allows the user to see how their changes impact the 

overall system.

• Depending on the end goal, minimize EDP, minimize the Work 

Available, maximize Work Done, maximize Revenue etc., the 

model can be tweaked (under the current base settings) to 

increase enterprise performance.  

• High Work Available indicates there is work and money being left on 

the table. Optimal: Work Available is close to zero, meaning there is a 

balance between supply and demand.

• For Scenario 1, Projected Work is assumed to be “Steady” (initial 

booked contract work = final booked contract work). Increasing Skill 

Capability by 3%, minimized the Work Available while also 

minimizing Skill EDP. (Figure 7).

• For Scenario 2, Projected Work is based on a 5% Revenue Growth 

goal. Increasing Skill Capability and decreasing the IRAD Budget 

had a similar effect as Scenario 1 on the Work Available (Figure 9). 

CONCLUSIONS:
• A model was created that represents the complexity of supply and 

demand management Project-Driven companies face. 

• With this tool, leadership can conduct scenario planning and 

determine where the enterprise can increase performance to 

achieve future goals. 

.

ABSTRACT: Project-driven companies face a unique complex system when it comes to hiring and staffing project-based employees. Companies must manage their supply, project-

based employees, and their demand, project-based work. A common assumption is determining employee headcount from a revenue projection. However, this assumes both supply and 

demand are static. Demand can come and go over various time scales and employees are not interchangeable. Companies want to be ready to meet demand needs, while minimizing 

employee idle time and turnover. A company needs to decide whether they want to hire based on incoming demand or ensure they have the staff available to readily take on new projects 

as they arrive. In short, enterprises of this nature are very complex, where multiple environmental factors impact the business and, as a result, supply and demand forecasting. By utilizing 

System Dynamics Modeling, we created a model that represents the complexity project-driven companies face. With this tool, companies will be able to conduct scenario planning 

and better understand their decision implications on the enterprise, increasing overall enterprise performance. 

METHODS

Skill HeadcountSkill Hiring Rate Skill Attrition Rate

Skill Headcount

Per Capita
Total Headcount

Skill Unallocated 

IRAD

Total IRAD 

Unstaffed

Total IRAD 

Staff Required

Total IRAD

 Staffed

Projected Work

Booked Contract 

Work

Unknown Needs

Skill Work Available

Skill New Work 

Rate

Skill Work Done

Rate

Skill Work Done

Skill Allocation

Skill Capability

Skill Performance

Skill FTE Needs Skill EDP

Supply

Demand

Figure 1. Supply and Demand model breakdown

Skill Work Available

Work Available to 

Headcount Ratio
Skill Performance

Skill Work Done Rate

Skill Attrition Rate

Figure 2. Hoarding/Burnout Loop

Skill Work Available

Skill FTE Needs Skill EDP

Skill Hiring Rate

Figure 3. “On the Ground” Hiring Loop

Skill Deployability to IRAD

Skill EDP

Total IRAD Staffed

Figure 4. Skill Deployability to IRAD Loop

Ability to move employees to Internal Research & Development. Assumption: 90%

METHODS: Variable Definitions

METHODS: Inputs and Model  

Figure 6. Model View in Vensim®

Figure 5. Model Input Table

Skill Capability Projected Work Skill Allocation

• Ratings are determined by Average Years of 

Service (time at the company) and Average Years 

of Experience (time since Bachelors Degree)

• Some skill sets have a higher capability based on 

years of experience and years of service i.e., a 

skill set with three new employees will not be as 

effective or complete as much work as a skill set 

with three experienced employees

• Skills with very high capability get more work done • Capturing the amount of personnel unable to 

support Sponsored or IRAD work, by skill

• Projected Work = Demand Profile – Booked Work

• Allows for scenario planning and sensitivity 

analysis: create future demand profiles based on 

pending proposals, revenue goals, etc.   

• Creates scenarios for evaluating robustness of the 

modeled enterprise

Input Table

Input Table

Figure 7. Scenario 1:Skill Work Available Figure 8. Scenario 1:Skill EDP

Figure 9. Scenario 2:Skill Work Available Figure 10. Scenario 2:Skill EDP

REFERENCES:
• Morecroft, John, and John Sterman. Modeling for Learning 

Organizations. Productivity Press, 1994.

• Sterman, John. Business Dynamics : Systems Thinking and Modeling 
for a Complex World. Boston, Irwin/Mcgraw-Hill, 2000
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METHODS
LLM Cyber Benchmarking:
• Utilizing a collection of cyber CTF challenges, we 

investigate the impact on completion capability 
varying the following:

• Language model used
• Agent structure
• Response format
• History representation

• This enables understanding of of model 
performance areas, provides the ability to 
benchmark and track model performance, and 
inspires agent design

Pentesting Agent Development
• We utilize these lessons learned to create a 

hierarchical automated agent framework to 
complete penetration testing challenges

ACKNOWLEDGEMENTS / 
REFERENCES
Work done in conjunction with MIT CSAIL’s ALFA 
Group, led by Una-May O'Reilly
Thank you to my advisor, Felipe Vilas-Boas, and 
collaborator, Stephen Moskal (MIT Postdoc)

• As the LLM space continues to evolve rapidly, 
developing model-independent architectures and 
understanding core capabilities is critical

• Our LLM-enabled cyber agent framework 
accomplishes multi-stage reasoning to automate 
cyber-attack planning and execution.

• Enhancing the interpretability and accountability 
of LLM-enabled cyber agents is imperative to 
ensure ethical use and trustworthiness in 
automated cyber operations

CONCLUSIONS

• LLMs, with their impressive natural language 
understanding and generation capabilities, have 
demonstrated potential in various domains, 
ranging from text completion to complex problem-
solving tasks. 

• Penetration tests often involve a series of 
interconnected steps, requiring a deep 
understanding of the subject matter and unique 
network environment, strategic planning, and the 
ability to adapt to dynamic situations. 

• LLMs, in their current state, struggle with tasks 
that necessitate exploration, strategic lookahead, 
and the retention of information over extended 
interactions.

• Hypothesis: A hierarchical architecture enables 
complex, multi-stage cyber task completion.

INTRODUCTION
Agent Strategies

Results

RESULTS
• Capability of LLM-enabled agents depends 

most heavily on the model used rather than the 
architecture of the system itself 

• LLMs are biased towards focusing on more 
recent information. 

• Implementing a structure for task 
decomposition and context management 
hinders simple task performance, but enables 
long-spanning tasks and flexibility to blind spots

• JSON response format offers the best 
performance for parsing and interfacing LLM 
outputs into code

• Future work includes testing on a wider array of 
challenge types and further development of 
automated and assisted-copilot frameworks

DISCUSSION

ABSTRACT: This work explores the use of Large Language Models (LLMs) as autonomous cyber agents. Overcoming the inherent 
challenges faced by LLMs in strategic planning and adaptability within complex security landscapes, we implement a hierarchical 
architecture that simplifies the penetration testing process into sequential steps, enabling strategic decision-making. This work tests 
evaluates various approaches to creating such agents and highlights the potential use of LLMs in enhancing cybersecurity operations.



Figure 1: High-level & Detailed Control Structure for 

an Automated Vehicle

Preliminary analysis of subcomponent interactions 

among automated vehicles is crucial to determine 

where they may fail.

Resilient Architecture for Automated Vehicles

Emmett Lepp1,2,3, Jason Rife1, Tiffany DiNota2

April 8, 2024

1Tufts University, 2Charles Stark Draper Laboratory, 3Draper Scholar

METHODS

This research involves two distinct steps:

❑ Designing the automated vehicle architecture, 

through the use of STPA to highlight existing errors 

and faults that may be present within automated 

vehicles.

❑ STPA is a design tool that utilizes the control 

structure of a system to analyze likely points of 

errors & failures to inform design 

improvements.

❑ Vehicle driving simulation to confirm qualitative 

analysis of STPA process –modeling 

representative & dynamic driving-based scenarios, 

in an effort to the determine the prevalence and 

severity of particular faults

[1] U.S. Department of Transportation, “Transportation Statistics 

Annual Report (TSAR) 2017,” Washington, DC, 2017.

[2] Levenson, N. G., & Thomas, J. P. (2018). Retrieved from

https://psas.scripts.mit.edu/home/get_file.php?name=STPA_handbo

ok.pdf.

.
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❖ By better conceiving how automated vehicles are 

designed, this framework can be utilized to 

improve architectural decisions and increase 

system resiliency safety. 

❖ Future work will include 

❖  Development of a robust list of fault modes 

and loss-scenarios

❖  Creation and testing of a simulation 

capable of detecting when faults arise

❖  Architectural decisions to improve design 

and reduce a vehicle’s risk of error failure

CONCLUSIONS

❖ In 2021 the National Highway Traffic Safety 

Administration reported 39,508 fatalities [1].

❖ STPA has been applied to a variety of topics 

ranging from guidance cyber security systems to 

the airline industry.

❖ This work builds upon the current body of 

knowledge by providing a new insight into design 

limitations of automated vehicles through the lens 

of STPA, as opposed to event-based models of 

accident causality.

Our goal is to guide design changes that provide 

assured and resilient architectures for safe 

automated vehicles operations. 

INTRODUCTION

❖ This work is still in the beginning stages of the 

STPA analysis. We have created a control structure, 

mapped the hazards, and are in the process of 

creating an expansive list of hazardous contexts and 

loss scenario which may be present 

within automated vehicles. 

DISCUSSION

ABSTRACT: Automated vehicles represent a disruptive technology to the traditional human-driver vehicle model; yet research must 

evolve to ensure the safety of these systems are optimized. Utilizing systems design tools, this research focuses on examining design 

errors and failures in the current architecture for automated vehicles, while identifying architectural improvements that advance System 

Safety standards. This research has the potential to mitigate safety concerns and allow automated vehicles to operate more reliably in 

austere environments

Figure 2: STPA Fault Example. 

Figure 3: Example of Proposed Architectural 

Improvement

RESULTS

1: Driver notices object in 
the road, that automated 
process fails to detect.

2: Driver swerves to avoid 
the object in the road, 
changing the heading of 
the vehicle.

3: Automated process 
corrects the driver’s 
actions causing the vehicle 
to crash into the object.
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METHODS
• We analyzed data from existing WW-MGS studies 

to determine the relative abundance (RA) of 
different human infecting pathogens and linked 
RA to local disease prevalence and incidence 
estimates2.

• We have begun preliminary analysis of different 
detection approaches for novel pathogen 
identification, including homology-based 
detection, growth-based detection, genetic 
engineering detection, and novelty detection.

• We collected aggregate wastewater samples from 
a wastewater treatment plant and an airport but 
have not yet performed untargeted sequencing on 
these samples. 

REFERENCES
1. The Nucleic Acid Observatory Consortium. “A Global Nucleic Acid Observatory for 

Biodefense and Planetary Health.” arXiv, 2021. 
2. Grimm, Simon, et al. “Inferring the Sensitivity of Wastewater Metagenomic 

Sequencing for Pathogen Early Detection.” medRxiv, 2024.
3. Spurbeck, Rachel, et al. “Analysis of Metatranscriptomic Methods to Enable 

Wastewater-Based Biosurveillance of All Infectious Diseases.” Frontiers in Public 
Health, 2023.

4. Rothman, Jason A., et al. “RNA Viromics of Southern California Wastewater and 
Detection of SARS-CoV-2 Single-Nucleotide Variants.” Applied and Environmental 
Microbiology, 2021..

5.Crits-Christoph, Alexander, et al. “Genome Sequencing of Sewage Detects 
Regionally Prevalent SARS-CoV-2 Variants.” mBio, 2021.

• WW-MGS could enable pathogen-agnostic 
biosurveillance and provide critical early warning 
of infectious disease outbreaks. 

• Our future work aims to: 
1) Determine the optimal wastewater sampling 

strategy (e.g., airport vs. treatment plant) and 
processing for early pathogen detection.

2) Develop computational threat detection 
methods for WW-MGS data. 

CONCLUSIONS

• Reliable defense against future pandemics and 
disease outbreaks requires the development of 
novel pathogen agnostic detection tools.

• Traditional detection methods for pathogen, such 
as PCR, require detailed prior biochemical 
knowledge of the pathogen.

• Wastewater metagenomic sequencing (WW-
MGS) provides the potential for truly pathogen-
agnostic biosurveillance that would enable early 
detection of all current and future pathogens1.

• Realizing this potential requires further 
advancements in understanding wastewater's 
microbial dynamics and improving computational 
methods for threat detection in WW-MGS data.

INTRODUCTION RESULTS
• Wastewater samples from treatment plants and 

airports hold potential for the MGS-based 
detection of emerging pathogens. 

• The low relative abundance of human-infecting 
pathogens in wastewater indicate that a WW-
MGS detection system would incur substantial 
sequencing costs and benefit from improved 
protocols for pathogen enrichment.  

• To enhance the detection capabilities, a 
combination of computational methods could be 
deployed.

• Regular sampling would facilitate growth-based 
detection and aid in developing a wastewater 
metagenome reference database for novelty 
detection.  

DISCUSSION

ABSTRACT: Wastewater metagenomic sequencing (WW-MGS) offers a promising approach for early pathogen detection and infectious disease 
surveillance by profiling all pathogens in wastewater samples without needing prior knowledge of specific threats. However, realizing this potential 
requires an improved understanding of microbial dynamics in wastewater samples and advances in computational threat detection methods. We 
analyzed existing WW-MGS datasets to start quantifying human infecting viruses and explored computational detection methods for novel threats. 
While our results suggest that WW-MGS is a feasible strategy for pathogen-agnostic early detection, more work is needed to elucidate optimal 
wastewater sampling and processing strategies and to develop computational workflows that can accurately identify novel pathogens amid 
complex WW-MGS data.

Figure 3: Approaches to threat detection in WW-MGS data. Homology-
based detection tags viruses based on their similarity to known threats. 
Genetic engineering detection identifies signatures of artificial sequence 
tampering. Growth-based detection uses sequence count time-series data to 
track and flag suspicious growth patterns. Novelty detection uses previously 
seen sequencing data as a reference against which to identify and flag novel 
sequences.

Figure 2. Predicted relative abundance (RA) of acute viruses at 1% weekly 
incidence (RAi(1%)) across three studies.

Study Sequencing type Country Eligible Read 
Pairs

Spurbeck et al. (2023) RNA United States 2B

Rothman et al. (2021) RNA United States 700M

Crits-Christoph et al. (2021) RNA United States 300M

Figure 1. Overview of WW-MGS sampling strategy for treatment plants. A) 
Pathogens are excreted into sewage, B) the influent arriving at the 
treatment plant is sampled, C) the influent sample is processed and 
sequenced.
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• There is now clear evidence that a biological 

agent with the right properties like COVID-19 can 

have a crippling impact by killing millions and 

damaging global economy and infrastructure.

• In 2001, a primitive bioterrorist act, the anthrax 

mail attacks, was difficult to react to and some still 

doubt the following investigation’s conclusions.

• Creation of synthetic DNA is set to have a 

Moore’s Law-like fall in cost and difficulty. The 

potential for misuse of biotechnology is more 

realistic than ever.

• How can we stop a manmade biological threat 

that is as dangerous as COVID and as elusive 

as anthrax?

INTRODUCTION
• We reviewed current biosecurity practices to find 

out which of several opportunities to catch and 

stop engineered biological threats is in most need 

of further development. By doing so, we can 

make biosecurity practice more robust.

METHODS

DISCUSSION

ABSTRACT: Recent advances in biotechnology make the prospect of developing biological agents capable of inflicting enormous 
damage more feasible than ever before. We reviewed a significant amount of current work in biosecurity and found a heavy focus on 
DNA screening. As screening is not infallible, we recommend developing additional ways to stop dangerous biological agents from 
conception all the way through deployment. This can be aided via research focused on three distinct problem areas of DNA engineering 
detection, characterization, and attribution. To help solve the characterization problem, we further propose adapting novel tools for 
genetic design into novel tools for genetic reverse-engineering.

• Only one checkpoint, colored orange above, is a 

key focus in current work. We highlight other 

applications, above in blue, that can be improved 

by incorporating novel advances in related fields. 

1. During the design process of a potential 

biosecurity threat, applying cybersecurity and 

cryptography-based controls forms a novel 

subfield of cyberbiosecurity. This secures genetic 

designs by ensuring only authorized researchers 

can work with possibly harmful genetic designs.

2. Prior to commercial synthesis of an 

engineered sequence, screening the submitted 

sequence can reveal possible danger. This is the 

current focus of the biosecurity field and the only 

step with recent HHS involvement2 as it is 

positioned to intercept threats just before release.

3. Following the release of a dangerous agent, 

identifying the agent and being able to capture it in 

the environment for sequencing is essential for 

developing the appropriate response. This is often 

termed biodefense but tackles the same kinds of 

questions as biosecurity work does.

• After analyzing the current needs of each group of 

biosecurity application, we define three main types 

of problems involving DNA sequences where new 

breakthroughs can be used to improve biosecurity.

• Detection: determining if engineering has 

occurred in suspicious DNA sequences.

• Characterization: finding the properties of 

engineered DNA to evaluate the threat.

• Attribution: guessing who designed the DNA 

to establish context and develop next steps.

• Characterization and Attribution are tackled in 

parallel, and each outcome can help solve the other.

• Many wet and dry lab tools exist to help researchers 

create genetic designs. Some are genetic analogs to 

electronics tools like function generators. Our review 

sees untapped biosecurity potential in these tools. 

• Going forward, we propose learning from and 

adapting genetic design tools to analyze 

unknown DNA sequences and help solve the 

characterization problem.

RESULTS

ACKNOWLEDGMENTS
1 Data credit: Rob Carlson, 2018
2 Department of Health and Human Services 

Screening Framework Guidance, updated 2023
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Methods
• Part A shows a layer transition through an 

FCNN. Each element in layer 𝑙 − 1 is 
connected to each element in layer 𝑙 by a 
weight, and Eq. 1 shows the calculation of 𝑣!"  
in layer 𝑙. These weights and the bias term 𝑏! 
represent the trainable parameters in the 
FCNN. 𝑓# represents a non-linear activation 
function that determines if the value for 
𝑣!" 	should be passed on to the next layer.

• Part B shows a layer transition through an 
FSONN. Eq. 2 shows the calculation of 𝒗!"  in 
layer 𝑙. 𝑎 and	𝜑 represent trainable 
parameters, 𝒅$%" is the distance between the 
layers, and 𝑓& is the propagation function 
used in the model. Critically, ONNs lack 
activation functions, which prevent them from 
approximating non-linear functions. Despite 
that, researchers have achieved greater than  
97% accuracy on the MNIST dataset.3

REFERENCES
1. Shen, Y., et al., Deep learning with coherent nanophotonic 

circuits. Nature photonics, 2017. 11(7): p. 441-446.
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neural networks. Science, 2018. 361(6406): p. 1004-1008.
3. Mengu, D., et al., Analysis of Diffractive Optical Neural 

Networks and Their Integration With Electronic Neural 
Networks. IEEE Journal of Selected Topics in Quantum 
Electronics, 2020. 26(1): p. 1-14.

• ONNs demonstrate orders of magnitude improvement to 
the speed and power of ANNs that use electronic 
computing architectures. 

• Optical approaches provide a single high-intensity output, 
reducing the complexity of signals processed 
electronically. This can dramatically increase the 
throughput of image classification systems like Figure 1.

• In the future, we will broaden the scope of FSONNs and 
implement them in realistic applications.

CONCLUSIONS

• Each Analytical Neural Network (ANN) in Figure 1 is designed to classify images from the MNIST 
handwritten digit dataset, which is a standard benchmark for ANN architectures.

• Part A portrays a Fully Connected Neural Network (FCNN), traditionally one of the simplest forms of 
an ANN. The input stage converts the 2D image of a handwritten digit to a 1D vector in preparation 
for the hidden layers. The FCNN processes each element of the flattened input in parallel. The 
output is a 10-element vector, which contains the likelihood that the digit is a member of each class. 

• Part B shows an Integrated Photonic Neural Network (IPNN). This architecture is very similar to the 
FCNN, except the input vector must be converted to light before and after the computation in the 
hidden layers. The Mach-Zehnder Interferometer (MZI) mesh shown in the hidden layers has 
emerged as the most prominent architecture for IPNNs due to their high tunability.1 

• Part C shows a Free Space Optical Neural Network (FSONN). Here, the input stage encodes the 
handwritten digit directly onto the incident light, maintaining its 2D properties. Then, in the hidden 
layers, the input propagates through metasurfaces where each pixel can apply amplitude and phase 
manipulation at subwavelength scales. Researchers report implementing over 200k neurons per 
layer. At the output, the hidden layers focus the light onto a series of detectors.2 The ratio of the 
intensity across the detector array determines the likelihood of each digit. 

Introduction

ABSTRACT: Recently, machine learning has impacted nearly every field of science, providing a new wave of innovative techniques for 
data analysis. Despite these achievements, these algorithms are limited by the speed and power required to design and run them on 
conventional computers. This has propelled a boon in the research of optical neural networks, which have already shown the ability to 
improve the speed and power of Analytical Neural Networks (ANNs) algorithms by orders of magnitude. This poster compares the 
working principles of Free Space Optical Neural Networks to more traditional ANNs and highlights their differences.

Figure 1. Comparison of ANN Architectures. Every ANN consists of 3 critical data handling 
stages: the input, hidden, and output layers. The key (top left) indicates if the step uses 
electronic or analog optical computing.

Figure 2. Hidden Layer Calculation. A 1D 3-element vector transitions between 
hidden layer 𝑙 − 1 and hidden layer 𝑙 for parts A and B. We limit 
electromagnetic wave propagation in part B to the xz plane for simplification.
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• Draper GNC and other software is security and 
safety critical

• Tools to find bugs quicker, and to support rapid 
triage and fixing, are desperately needed

• PIPE-Cleaner applies SOTA fuzzing combined with 
Draper PIPE policies specified in Tagged-C to 
rapidly identify specific violations of security 
properties

CONCLUSIONS

• Software vulnerabilities are dangerous and 
expensive (~ $2.4 trillion in 2022). 

• Fuzzing is a common technique to find 
vulnerabilities using synthetic program inputs

• Problem: Fuzzing produces program crashes, but 
crashes are not sufficient to identify and fix root 
cause flaws (aka vulnerabilities):
• Same vulnerability may cause many crashes
• Program may run for long time between 

vulnerability and crash
• Solution: Use Draper PIPE (Processor Interlocks 

for Policy Enforcement) which provides a way to 
define and detect large classes of vulnerabilities, 
instead of relying on OS crash signals 
• Use PIPE-inspired policies and enforcement, 

with inputs automatically generated by fuzzing, 
to find precise vulnerability locations

• Stop & report at point of vulnerability, rather than 
crash much later

INTRODUCTION RESULTS
• PIPE-Cleaner finds violations of specific security 

properties, rather than simple program crashes
• Furthermore, PIPE-Cleaner can find 

vulnerabilities that do not cause crashes and 
cannot be found by traditional fuzzing

• Specific, actionable bug reports reduce signal-to-
noise problems of fuzzing and dramatically 
reduce the time from problem identification to 
time of triage and fix

• Integration into CI/CD finds vulnerabilities earlier 
(pre-deployment) than PIPE hardware alone

DISCUSSION

ABSTRACT: “Fuzzing” is an automated way of finding inputs that cause software crashes. However, finding and fixing the root cause (the underlying
vulnerability) that leads to a crash is still very difficult. The Draper PIPE (Processor Interlocks for Policy Enforcement) project lets developers specify security
policies that should be checked at runtime in deployed systems, potentially using the Draper hardware extension. However, it would better to catch (and fix) these
violations prior to deployment. The envisioned PIPE-Cleaner tool will apply fuzzing to automatically find vulnerabilities in software based on Draper PIPE policies.
The PIPE-Cleaner project will leverage the Draper VMF (Vader Modular Fuzzer) tool to implement fuzzing, and will build on the Tagged-C project at Portland
State University to specify security policies.

METHODS
• Tagged-C: The Tagged-C project at PSU makes 

security properties easier to specify, compared to 
Draper PIPE policy language

• VMF: The VMF (Vader Modular Fuzzer) project at 
Draper enables combining fuzzing and analysis 
tools in novel ways

• Initial Proof of Concept
• Tagged-C interpreter + VMF  = PIPE-Cleaner
• Will be slow, but will validate approach on small 

applications
• Scaling up in speed and size

• Implement Tagged-C as C-to-C inline reference 
monitors

• Able to run policies  on Draper PIPE hardware 
rather than in simulation

Preliminary Results using Tagged-C Interpreter

---------------------------------
Output Summary

Unique Sec Policy Failures: 3
Total (nonunique) Failures: 2633
Unique Standard Crashes : 0
Total (nonunique) Crashes : 0
Unique Hangs : 0
Total (nonunique) Hangs : 0
Total Saved Testcases : 1259
Total Testcases Executed : 5765
Results saved in base dir : output-cc-multi/0118_175124
---------------------------------
PIPE Security Policy Violations Details

For each violation, only the first detected test case is saved.
Total records tagged in storage: 3

Problem Root-cause:
Policy Violated: DoubleFree.
Failed Rule: FreeT detects two frees.
Memory first freed at location 

…/tests/double_free_confused_cleanup_multi_handlabelled.c:81 was freed again at 
location …/tests/double_free_confused_cleanup_multi_handlabelled.c:83
TC Filename/ID : 3
TC buffer size : 4
Testcase/Input : 22p

Root cause: 
input is freed 
twice

Vulnerable C 
program

PIPE-Cleaner Prototype
Sample Output

Finds violation

Anticipated Results
• # of reported vulnerabilities / # of true vulnerabilities

• Ideal ratio is 1 
• # of reported crashless vulnerabilities

• More is better. 
• Coverage / Program Size / Time

• More coverage, larger programs, in < time
• Goal: comparable to SOTA fuzzers (e.g. AFL++)

https://link.springer.com/chapter/10.1007/978-3-031-44267-4_12
https://ieeexplore.ieee.org/abstract/document/9309406
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DESIGN

• Interleaves functional and optimization code, 
switching between host and solver semantics

• Programmers invoke the solver and interpret 
results via maximize and optimum-ref syntax

• Uses a set of constraint encodings to compile 
code directly into mixed integer linear constraints

• E.g., multiplication uses McCormick envelopes:

• Also uses approximate encodings for e.g. 
recursion, via a conditionally infeasible sentinel

• Uses the popular off-the-shelf Gurobi MILP solver 
[Gurobi Optimization]

• Scimitar allows users to automatically take 
advantage of encoding techniques that must 
normally be written by hand, enabling solve-time 
conditionals, bounded inlining and more

• We have also given a number of examples of 
Scimitar in action, including benchmarks that 
demonstrate Scimitar’s features

• We promote its use in building and modeling 
optimization problems in a more maintainable way

CONCLUSIONS

• Emina Torlak and Rastislav Bodik, 2013. Growing 
solver-aided languages w/rosette. Onward! ‘13

• Gurobi Optimization, LLC, 2023. Gurobi Optimizer 
Reference Manual

• Steven Diamond and Stephen Boyd. 2016. CVXPY: 
A Python-embedded modeling language for convex 
optimization.  Journal of Machine Learning Research

REFERENCES

• Scimitar is an optimization-aided language that 
seamlessly integrates mixed integer linear 
programming (MILP) problems in functional code

• MILP is a powerful and widely used approach to 
solving optimization and logistics problems.

• Researchers have previously explored integrating 
SMT constraint solvers into programming 
languages, e.g., Rosette [Torlak and Bodik]

• Others have explored compile-time optimizers 
[Diamond and Boyd]

• Scimitar lets programmers minimize values in 
programs using encodings for solve time 
operations like conditionals, vector indexing, 
recursion and loops, e.g.:

INTRODUCTION

• We implemented several programs showcasing 
the features of Scimitar

• Both pipes and logistics demonstrate classic 
domains targeting optimization solvers

• The malloc benchmark shows a real-world use: 
distributing allocated memory over time.  It  
exercises host-solver boundary marshalling

• The power of Scimitar is demonstrated by the imp 
benchmark, which implements an imperative 
language with unbounded loops and mutation

• We compare Scimitar to Rosette, which uses Z3, 
and to a plain constraint language O

• To a certain extent the benchmarks measure the 
efficiency of Gurobi’s vs Z3’s internal algorithms

• A goal of ours is to give evidence of the benefits 
of a dedicated optimization solver over SMT

• In both Scimitar and Rosette, the overall time is 
split between compile and solve time

• Scimitar constructs its encodings at compile time, 
whereas Rosette's output language is rather 
simple, leaving encoding entirely to Z3

• Times shown are the average over multiple runs
• Scimitar variables and rows correspond to the 

overall compile and solve times

EVALUATION

• Scimitar spends most of its time in our compiler 
whereas Rosette spends most of its time in Z3

• Scimitar’s compiler is a performance bottleneck 
which compares unfavorably with Rosette

• Conversely, the solve time of our encoding is 
dramatically better than in Rosette

• Performance of simple operations slows down 
when you have hundreds or thousands of them

• Users must have solver awareness due to 
compile-time issues with e.g. inlining bounds, 
numerical precision

• Our compiler implementation was in Racket, a 
slow language.  An implementation in C would 
probably outperform Rosette overall

DISCUSSION

ABSTRACT: We introduce Scimitar, which compiles functional programs to optimization problems, encoding abstractions at a high 
level.  This allows solve-time conditionals, recursive functions, and other language constructs.  We demonstrate Scimitar using a 
number of examples and benchmarks including classic optimization domains and more complex problems.  Our goal is to explore the 
benefits of a dedicated optimization solver over the general purpose solvers explored in prior work. Potential applications include tuning 
online parameters, algorithm heuristics, and program synthesis of minimal programs given some high level constraints.
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RESULTS

• Characterize flow-driven infection using SARS-CoV-2 and 
recombinant virus to represent Lassa-GP entry.

• SARS-CoV-2 likely does not drive endothelial dysfunction 
on its own.

• Lassa GP-directed infections leads to VCAM-1 induction 
irrespective of FSS profile and MOI.

• Future Directions: Infection with SARS-CoV-2 from an 
unhealthy state (via COVID-19 patient serum treatment) 
may be avenue forward to observe endothelial damage. 
Identification of other relevant endothelial cell types may 
also be necessary for these observations.

CONCLUSIONS

METHODS

ABSTRACT: Blood clots or thrombi are characteristics symptoms of severe COVID-19, especially among patients with cardiovascular 
comorbidities. Thrombi tend to arise when the inner lining of blood vessels, the endothelium, becomes dysfunctional. While clotting 
symptoms are frequent in patients with severe COVID-19, the mechanism driving this vascular phenomenon is unknown. Here, we 
employ a high-throughput, microphysiological system (PREDICT96) in a high containment lab (BSL3) to investigate how SARS-CoV-2, 
the causative agent of COVID-19, interacts with the endothelium. We show that SARS-CoV-2 alone does not drive vascular impairment. 

Severe COVID-19 can lead to Blood Clots
INTRODUCTION

Figure 1. Clinical imaging of fatal thrombotic complications in COVID-19 patients and with multiple 
cardiovascular risk factors. (A) Pulmonary emboli (arrow) involving the anterobasilar arteries in the 
left lower lobe of the lung. (B) Deep vein thrombus in vein (arrow). (C) Thrombus in Abdominal 
Aorta (arrow). Ref: DOI: 10.1038/s41569-020-00469-1

GOAL: To understand how SARS-CoV-2 damages blood 
vessels in physiologically relevant conditions.

Low Shear Stress High Shear Stress

• Endothelial cells are resistant to SARS-CoV-2 infection 
(MOI 0.3 and MOI 3) in vitro under low FSS (0.5 dyn/cm2) 
and high FSS (7 dyn/cm2).

• High FSS (7 dyn/cm2) is protective to the endothelium (no 
VCAM-1 induction).

• Lassa-GP overcomes this protective effect, shows 
productive infection and extensive vascular damage.

• Limitations: This study used healthy cells, while pathology 
is seen in patients with cardiovascular comorbidities (e.g., 
diabetes, atherosclerosis). Infection may be specific to the 
pseudotyping system.

DISCUSSION

Infection is Possible in PREDICT96: Lassa Glycoprotein (GP)-Driven Endothelial Damage (48 h)

SARS-CoV-2 does not Infect Endothelial Cells in PREDICT96 (48 h)

Low Shear Stress High Shear Stress

Using Vascular PREDICT96 for Infection Studies
Biomarker Biomarker Interpretation

Virus Protein Infection

Vascular cell adhesion molecule-1 (VCAM-1) 

Inflammation

DAPI Nucleus (cell)

HYPOTHESIS: SARS-CoV-2 infects human umbilical cord 
vein endothelial cells under fluid shear stress (FSS).

Immunostaining for Analysis

How SARS-CoV-2 Leads to Endothelial Dysfunction: 
Three Possible Mechanisms

A B C

A B C

A B C

A Context for Blood Clots: 
Endothelial Cells Lose their Function

A BEndothelial Cell Functions Endothelial Dysfunction

Figure 4. PREDICT96 Vascular MPS Model of Infection:  Consists of 96, cell-laden, microfluidic devices. FSS is initiated via the pneumatic pump lid which contains 192 pumps. Devices experience FSS (0.5 dyn/cm2 or 7 
dyn/cm2) before and during infections to recapitulate physiological conditions in blood vessels. After the infection, devices are fixed, stained for biomarkers, and used for downstream immunofluorescence analyses.

Figure 2. Endothelial Functions in Health and Disease: (A) represents features of the inner lining of blood 
vessels in a healthy state and (B) unhealthy state of the endothelium and support blood clotting. Adapted 
from: DOI:10.1016/j.transci.2022.103368.

Figure 3.  Proposed mechanism on how SARS-CoV-2 leads to Endothelial Dysfunction: (A) direct infection, 
(B) direct infection without virus replication, (C)  interactions between virus and cell with cell exposure to 
circulating inflammatory signals in the body.

Experimental TimelinePREDICT96 Vascular MPS Model

Figure 5. Comparison of Endothelial Responses to SARS-CoV-2: under (A) low FSS (0.5 dyn/cm2) and (B) high FSS (7 dyn/cm2). (C) Quantification of cell loss in response to infection in all tested conditions. Endothelial cells 
remain uninfected, irrespective of FSS profile and MOI. MOI = multiplicity of infection and represents the ratio of viruses to number of cells in the device. 

Figure 6. Comparison of Endothelial Responses to a pseudotyped Lassa virus which served as a positive control for infection under (A) low FSS (0.5 dyn/cm2) and (B) high FSS (7 dyn/cm2). (C) Quantification of ratio of 
infected to non-infected cells in devices positive for infection. MOI = multiplicity of infection and represents the ratio of viruses to number of cells in the device.  
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METHODS

• Oxygenation is accomplished via the use of a 
commercial 0.2 μm alumina membrane, coated with a 
hydrophobic fluorosilane  to promote airflow. 

• Gas flow is moderated via a Dolomite pump and fluid 
flow via syringe pump. 
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• Future efforts in developing this technology would seek 
to shrink the output bubble size closer to size range of 
red blood cells, around 8 – 10 μm. This size range 
would ensure the patient safety while permitting 
effective supersaturation

• Implementation in the medical context will be aided by 
further development of more affordable, robust, and 
adaptable custom membranes with increased operation 
time and bubble production consistency. 

CONCLUSIONS

• Current treatments for Acute Respiratory Distress 
Syndrome (ARDS) are insufficient to ensure patient 
recovery due to thrombosis, trauma, and organ failure.

• We aim to leverage oxygen supersaturation of blood to 
improve device efficiency and reduce long term 
thrombus formation. We can accomplish this via the 
introduction of microbubbles that are sufficiently small 
to be fixed by yield stress. 

INTRODUCTION

• Generated bubbles ranged from 15-60um, measured 
using the ImageJ particle analysis package (Figure 5). 

• Measurements of both direct supersaturation and 
combined circuit outputs suggest that the devices have 
successfully achieved oxygen supersaturation in blood, 
consistently exceeding physiological oxygen volume 
percents of 5% as shown in Figure 6. 

RESULTS

• As demonstrated in Figure 5, the diameters of the 
produced bubbles generally remained under the yield 
threshold. This indicates that the bubbles will tend to 
stay “fixed” by the blood yield stress, preventing 
them from rising out of the fluid and maximizing their 
ability to diffuse oxygen into the blood over time. 

• Dramatic increases in relative volume percent 
beyond a baseline of 5% suggests the potential of 
microfluidic membrane oxygenators in blood oxygen 
supersaturation. Additionally, exerted shear stress in 
the membrane device does not exceed 5 Pa, 
potentially reducing thrombus formation2. 

DISCUSSION

ABSTRACT: Severe trauma, whether systemic or to the lungs specifically, can compromise the body’s ability to effectively exchange oxygen and 
distribute it as necessary throughout the circulatory system. Current extracorporeal membrane oxygenators (ECMO) require high blood flowrates 
to operate effectively, leading to high shear within the device and significant blood trauma. When operated for long durations in a paired circuit 
with a ventilator, this leads to high device complication and mortality rates. As such, we have developed a spatially efficient device to 
supersaturate blood with oxygen via microbubble generation. This allows the device to boost the oxygen content of processed blood beyond 
physiological ranges, reducing the necessary blood to be circulated from the body to meet oxygen requirements thus potentially increasing system 
reliability and blood health over the medium and long terms. Further development of this concept promises new pathways for engineers and 
physicians to develop and deploy more effective and portable microfluidic oxygenators with superior operative longevity. 
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Figure 1: Bubble pinch-off in a cross-flow microfluidic 
channel.

Figure 2: Depiction of yield number evolution over 
oxygen bubble diameters in human blood1.

Figure 3: Device setup and dimensions.

Figure 4: Experimental circuit setup for venous 
recombination simulation. To assess recombination with 
deoxygenated venous blood, the supersaturated blood 
is combined with the venous flow at a 50% ratio. 

Figure 5: Output bubble diameters for aluminum oxide 
membrane (AOM) devices.

Application Goal

My deepest thanks to the scholars and engineers of MIT and Draper who 
enable my research and professional development
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Figure 6: Oxygen volume percent of combined circuit 
output for each tested membrane, annotated with 
corresponding reductions in flow rate from conventional 
ECMO oxygenation. 
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BACKGROUND
Existing Designs

• Creation of SolidWorks models 

Model Structural Analyses

• Finite Element Analysis – Loading conditions, stress, 

strain and deformation

• Fatigue Analysis – Fatigue failure points from cyclic loads 

and lifetime prediction

• Safety Factor Assessments – Critical components meet 

safety standards

Model Hydrodynamic Analysis

• Computational Fluid Dynamics – Evaluate drag, lift, and 

added mass

• Current and Wave impact – variations in water conditions 

impact on stability

• Vortex Shedding Analysis – potential for vortex shedding 

and vortex induced vibrations
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• The integration of an external latching component 

simplifies the docking process by providing a robust 

connection that is easily accessible to different AUV 

designs, minimizing the adaption of the vehicle.

• Standardizing the docking interface on AUVs will 

catalyze new discoveries and advancements in marine 

research.

• Further research could implement a communication 

interface to allow the docking station and AUV to 

exchange information such as battery status and 

charging requirements

• Power management and data transfers could be 

investigated as well to create the most efficient transfer 

rates from smaller to larger vehicles. 

CONCLUSIONS

AUVs provide an efficient and cost-effective means of 

exploring and monitoring the underwater environment such 

as underwater mapping and offshore infrastructure 

inspections. However, their operational endurance is limited 

by their energy capacity. To address this, AUV charging 

docking stations have emerged as a solution. These 

stations serve has hubs for the vehicles to autonomously 

recharge batteries and offload data to extend their 

operational capabilities and reduce need for resurfacing.  

Current charging docking stations are designed for a 

singular AUVs leaving no room for other or future systems 

capable to use the dock. This creates a need for a universal 

docking solution. A universal docking mechanism allows for 

flexibility in AUV designs to operate different sized and 

shaped vessels off the same dock. 

INTRODUCTION

• Universal docking station designs use styles of 

existing systems but allows for the attachment of any 

shaped or sized vehicle.

• An external component removes the restrictions on 

vessel shape and size by keeping charging 

dependence within the latching components.

• Currently SolidWorks Models have been created to 

be tested in its Flow Simulation software.

• The proposed designs will be optimized to reduce 

hydrodynamic forces such as lift and drag and be 

strengthen to support load forces of the AUV.

• Simulations to validate the latches stability during 

docking and undocking will be created to 

demonstrate the smooth transition and precision. 

• Method to securely latch external mechanism into 

docking station is being investigated.

DISCUSSION

ABSTRACT: This project aims to develop a versatile docking solution tailored for both present-day and upcoming generations of 
Autonomous Underwater Vehicles (AUVs) to facilitate efficient electric charging. With the increasing adoption of AUVs for various 
underwater tasks, a standardized docking mechanism is essential to streamline charging operations across diverse vehicle models. The 
proposed solution integrates an external latching mechanism (component that attaches to the existing AUV) to ensure compatibility with 
existing vehicle infrastructures. This universal docking system promises to enhance the sustainability and operability of underwater 
exploration and monitoring missions, contributing to the advancement of marine research and industry applications.

REMUS Docking Stations
- REMUS Woods Hole 
Oceanographic Institute3 (right)
- Monterey Bay Aquarium Research 
Institute4 (left)
–Both are an open funnel style that 
latches the vehicle to the dock
Pro: Funnel shape reduces precision 
needed in near field navigation
Con: Restricts vehicles size and 
shape to be cylindrical  

Odyssey Docking Station1 (right) 
-  vertical pole with a circular 
movable carriage that forces 
vehicle into position
Pro: Simple ‘whisker’ attachment 
creates a sturdy connection
Con: Limits vehicle to have a  
rounded bottom to guide itself 
into correct docking orientation

‘Marine Bird’ Dock2 (left)
- vehicle catches V-shaped guide 
on the base by its catching arms 
- Similar to aircraft carrier landings
Pro: Easy connection to create a 
precision charging connection
Con: Requires external ballast 
tanks to control docking

METHODS

RESULTS
INITIAL DESIGNS

SolidWorks Models for Docking 

Mechanisms

C-clamp

- Attaches to a halved 

tapered cylinder for 

docking

Funnel shape

- inspired by Remus 

designs

- Utilizes external 

cylinder so variety of 

shaped and sized 

vehicles can be 

docked

V-latch

- Odyssey inspiration.

- Uses rounded hull on 

external features to 

guide AUV to holding 

seat.
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ABSTRACT: Intrusion detection systems are currently designed to operate on static data and, as a result, are not well suited to detect anomalies 
within variable data flows. In the past, discrete machine learning and streaming data methods have been applied in attempts to overcome these 
deficiencies with some success. Based on the literature, we believe a more promising approach for detecting anomalies can be achieved by 
merging supervised and unsupervised learning methods with streaming data analysis techniques. Furthermore, we posit that our approach will 
produce a set of ensemble methods that will decrease the time it currently takes to detect anomalies and increase the certainty of those detections 
within variable data flows. The ensemble detection methods will then be applied to network traffic data to determine their efficacy.

METHODS
• We shall leverage the Center for Applied Internet Data 

Analysis (CAIDA) at University of California, San Diego 

(UCSD) Network Telescope1 datasets to validate our 

methods. These datasets are built on passive, real-

world network traffic that include instances of 

anomalous and malicious activity. 

• We will use the technique of unsupervised learning for 

feature selection to create additional inputs in the 

supervised model. 

• We will also use unsupervised learning for anomaly 

detection to group certain network traffic as anomalous. 

Certainty of prediction will be achieved by using both 

the groupings from the unsupervised model and the 

patterns identified in the supervised model. 

• The ensemble set of detection models will be applied to 

continuous data environment sets where the data 

distribution and thresholds for detection are constantly 

changing . 

• Finally, we will apply the developed ensemble methods 

to broader datasets in order to detect defects and 

anomalies within real-world manufacturing, imagery 

and financial systems.

Modern digital environments receive a constant flow of data 

that changes as time progresses. Due to the temporal 

nature of the data within these systems, robust, real-time 

anomaly detection methods are required to ensure data 

integrity. The need to trust the quality of real-time data is 

especially critical in modern data exchange infrastructures 

where new anomalies arrive in the data at aperiodic 

intervals and with unknown characteristics. A review of the 

literature has demonstrated the efficacy of applying 

supervised and unsupervised machine learning models to 

batch datasets. Furthermore, limited attempts to use 

supervised and unsupervised machine learning on 

continuous datasets has shown promise for real-time 

anomaly detection. However, additional research is required 

to prove the efficacy of the use of these models as a robust 

detection technique. Our research combines traditional 

machine learning methods with streaming data analysis 

techniques to improve detection rates of known and 

unknown anomalies in continuous data flows.

INTRODUCTION
• Previous research developed frameworks for ensemble 

methods as explored in our research. Figures 1 and 2 

show sample architectures that will help guide our own 

work.

• Figure 1 illustrates a sample architecture for the 

processing of continuous data. Included in this 

framework are steps for data transformations through 

Minhashed Virtual Vector (MV2), group identification 

within specified memory limits with Jaccard-Index 

Grouping (JIG), signature-group generation (SG2) and 

Automatic Whitelisting (AWL).  

• The Adaptive Deep Log Anomaly Detector Framework 

(ADAF), illustrated in Figure 2, outlines the individual 

steps of a proposed architecture that applies online 

deep learning to optimize computations and an 

adaptive threshold for identifying anomalies. The ADAF 

increases robustness and reduces false alarms by 

continuously adapting to the changing data. The ADAF 

can capture both short and long-term trends in 

continuous data with minimal storage requirements. 

 

RESULTS

Figure 1. Architecture for Processing Continuous Data2

Figure 2. ADAF for Continuous Data Flows3

Current research supports the hypotheses that increased 

accuracy of anomaly detection in dynamic systems can be 

achieved through the application of the ensemble of 

adaptive frameworks. The application of the proposed 

ensemble methods should provide increasing confidence in 

the quality of dynamic data in the domains of cyber, 

autonomy and digital engineering, as examples. The ability 

to update detection models, while monitoring continuous 

data streams, should reduce the latency between the time 

when anomalies occur and when they are detected. As a 

result, rapid anomaly detection should increase the 

decision-maker’s ability to respond quickly and 

appropriately to abnormalities detected in the data. 

CONCLUSIONS

• We posit that there are promising detection methods 

developed in previous works that can be adapted to 

improve the performance of anomaly detection in 

dynamic data environments. 

• Initial reviews of the literature leads us to believe that 

robust anomaly detection techniques will require 

advanced data management and preprocessing before 

real-time anomaly detection models can be developed.

• We plan to utilize grouping methods, such as subspace 

and Expectation-Maximization (EM) clustering, to 

supplement supervised learning models and provide 

additional information to improve performance for real-

time anomaly detection. 

• Domain knowledge is an essential component of 

working with anomaly detection models. Detection 

methods will be dependent on the characteristics of the 

distinctive datasets. 

DISCUSSION
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METHODS
• The fuzzer begins by generating a long sequence 

of random ISA instructions and executes them on 
multiple simulators in parallel.

• The fuzzer supports multiple simulator backends 
(such as Verilator, ModelSim, or FPGA targets).

• Each fuzzer invocation runs multiple simulation 
jobs with different secret values.

• The RTL coverage analyzer analyzes the RTL 
state over time to determine A) whether or not the 
test case uncovered new stimulation of the chip 
and B) whether or not the secret's value induced a 
difference in execution traces between simulator 
jobs.

• The bug detector utilizes the RTL coverage 
analyzer's findings to determine whether or not 
any differences have security implications.

• Finally, the mutator generates a new test case, 
utilizing feedback from the coverage analysis.
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• Fuzzing as a verification strategy is a promising 
approach as it requires little human intervention to 
discover vulnerabilities.

• Pre-silicon verification is a compelling use case for 
this technology, preventing chip designers from 
taping out chips with problems by discovering 
vulnerabilities before tapeout.

• Our fuzzer will utilize a novel approach for 
targeting microarchitectural security issues while 
avoiding simple structural contention problems.

• The next step is to engineer and profile the 
proposed architecture against open-source cores.

CONCLUSIONS

• Time and time again, researchers have shown that 
verifying processors is a challenging problem by 
demonstrating various microarchitectural attacks 
against consumer products.

• Speculative execution attacks have been shown to 
be difficult to find with traditional verification 
techniques and have devastating consequences 
on system security.

• Randomized testing is a technique commonly 
used in verification workflows, but prior work has 
focused on random testing for verifying ISA 
compliance.

• We aim to develop a modular, extensible, and 
scaleable verification framework specifically 
designed for pre-silicon randomized testing to 
discover microarchitectural vulnerabilities, rather 
than ISA compliance.

INTRODUCTION
• Figure 1 provides an overview of the proposed 

fuzzing architecture.
• The interconnections between each phase will be 

modular, allowing for substituting components 
easily for different fuzzing strategies.

• Our proposed instruction generation strategy limits 
test cases to speculative constant-time programs.

• If the fuzzer finds a speculative constant-time 
instruction sequence that generates a timing or 
data difference dependent on the secret value, we 
conclude the fuzzer has identified a security-
relevant information disclosure vulnerability.

• While ISA compliance is not a first-class design 
goal, the fuzzing strategy could be optimized to 
also test for ISA compliance eg. by comparing 
against a gold model such as RVFI for RISC-V 
designs.

• Our test case strategy avoids structural contention 
issues, which we assume are trivial. We want to 
report deeper issues than simple contention.

RESULTS
• Microarchitectural security vulnerabilities have 

plagued modern systems for years.
• Pre-silicon verification is a challenging problem 

with much existing literature around it.
• Our fuzzer will contribute a new modular 

infrastructure for testing processors before 
tapeout to automatically discover 
microarchitectural security vulnerabilities that 
may not have been foreseen by the chip 
designers.

• By focusing on microarchitectural security 
vulnerabilities instead of ISA compliance, our 
fuzzer contributes a new practical scaleable 
framework for improving verification workflows in 
real-world chip designs.

DISCUSSION

ABSTRACT: Pre-silicon verification is a requirement for today's complicated processor designs. However, it can be costly and 
inefficient to discover every vulnerability manually, and history has shown that many microarchitectural security problems have been 
missed by verification engineers. We propose a new fuzzing architecture designed specifically to aid with pre-silicon verification work to 
automatically discover microarchitectural security problems prior to chip tapeout.

Figure 1
Proposed Architecture
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METHODS
• A new format for storing ciphertexts was created 

containing only the most basic values necessary 
(raw format) that can be stored on the GPU.

• Functionality was created to transition ciphertexts 
between OpenFHE and raw formats.

• Homomorphic Addition and Multiplication were 
implemented in this raw format on the GPU.
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• Homomorphic Operations can be accelerated on 
GPUs while retaining the functionality of existing 
libraries. More work needs to be done to bring this 
implementation on the level of other GPU libraries 
along with implementing matrix multiplication and 
more.

CONCLUSIONS

• FHE is a technology that has applications 
anywhere it is desired that sensitive data be 
securely processed remotely, at a potentially 
vulnerable location. Through FHE, data is 
protected via encryption the whole time it is 
processed on the remote server.

• The largest and most complete open source 
library of FHE by far is OpenFHE, which provides 
a highly functional and abstracted environment for 
FHE applications to support key generation, 
encryption/decryption, bootstrapping, and more.

• GPU libraries exist for FHE, but their functionality 
beyond anything but basic arithmetic is quite 
limited.

• This work aims to accelerate homomorphic 
arithmetic via GPUs while retaining the 
functionality of OpenFHE.

INTRODUCTION

• Functionality was tested on ciphertexts comparing 
the original OpenFHE CPU implementation and 
the accelerated GPU implementation.

• Parameters for testing were standard 128-bit 
security parameters from OpenFHE, with:

• Ring Dimension N = 2^16
• Precision/prime moduli q = 50 bits
• Limbs/Level L = 40

• Hardware comparison was AMD A100 vs EPYC 
64-Core CPU

• Current results show ~5-10x faster execution time 
for homomorphic addition on the GPU 
implementation across multiple numbers of 
ciphertexts processed in parallel.

RESULTS
• Acceleration of homomorphic arithmetic was 

achieved on a GPU compared to the original 
CPU implementation in OpenFHE. This work is 
valuable in retaining the functionality of 
OpenFHE alongside this acceleration. 
However, this result still lags behind other GPU 
libraries such as LiberateFHE and 
PhantomFHE, although PhantomFHE does not 
support bootstrapping and both libraries are 
much more limited in the parameters they can 
support along with a much lower production 
quality found in OpenFHE.

DISCUSSION

ABSTRACT: Fully Homomorphic Encryption (FHE) is an emerging technology that allows for secure computations on encrypted data. 
The largest and most complete open source library of FHE is OpenFHE, which provides a highly abstracted API for use of all FHE 
functionality, but is limited in that it only supports computations on CPUs. This work extends OpenFHE’s implementation of the Cheon-
Kim-Kim-Song FHE scheme to accelerate homomorphic arithmetic with a GPU while retaining all other functionality of OpenFHE. This is 
done through the creation of a raw ciphertext format that can be moved between the GPU and CPU as necessary.

OpenFHE 
Ciphertext

Raw 
Ciphertext

Raw Values

New API Transfer 
functionality

CPU Memory GPU Memory

Raw Ciphertext Illustration
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METHODS

• The relative velocity is defined 

with respect to the Jacobi 

Constant of the Lagrange points 

to define range-rate as a function 

of range

• This is currently performed to 

estimate the state of an observed 

object but will be implemented for 

onboard state estimation from a 

pulsar measurement
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• Admissible regions that constrain an object’s state via 

its Jacobi Constant provide the opportunity for 

probabilistic orbit determination within CR3BP.

• Future work will involve adapting the admissible regions 

approach to that of a satellite probabilistically estimating 

its state from a pulsar measurement

• A pulsar-based admissible region will provide a uniform 

PDF to initialize orbit determination for a cold-start 

navigation approach in cislunar space 

CONCLUSIONS

• Reliable methods of object-tracking and state estimation are 

significant in developing navigation infrastructure towards 

increased traffic around the moon

•  Milani et al. formulated a method of probabilistic orbit 

determination by constraining an object’s range and range-rate 

as a set denoted as an admissible region according to the 

Keplerian energy of the object [1]; such a set is representative of 

a uniform PDF that can be used for initial orbit determination 

(IOD) initialization

• In a similar manner, this work offers a method of constraining an 

admissible region according to the Jacobi Constant (JC), or 

pseudo-energy, from a measurement providing angles and 

angle-rates of an object in an orbit governed by dynamics of the 

Circular-restricted Three Body Problem (CR3BP) in the Earth-

Moon system.

• Eventually, the admissible regions can be generated for a 

satellite taking optical and x-ray range measurements of a 

pulsar star, enabling a statistical initial orbit determination 

method via x-ray navigation

INTRODUCTION

• An object in an L2 Halo orbit with Jacobi Constant 3.1518 

and an object in an L1 Lyapunov orbit with Jacobi 

Constant 3.1559 are propagated with simulated optical 

and range measurements from a geostationary observer 

to the object

• Optical measurements generate upper and lower bounds 

for the range and range-rate

• If range is measured as well (i.e. via an x-ray sensor for a 

pulsar measurement), this provides a constraint to the 

region

• A continuum of ranges and their associated range-rates 

is defined according to the Jacobi Constant relative to the 

second and third Lagrange points

• The true state is plotted in range and range-rate to 

confirm accuracy of the boundaries

RESULTS
• Milani et al. [1] is provided for CR3BP dynamics

• Constraining an admissible region via optical 

measurements, range, and the Jacobi Constant  of 

an object is confirmed to encompass the true range 

and range-rate of an object

• A Monte Carlo analysis can be performed in which 

samples are drawn in this region and uncertainty is 

quantified.

• Analysis also yields accurate results for L1 Halo 

orbits, L2 Lyapunov orbits, and lunar DRO’s

• An update to the admissible region can be applied via 

an Extended Kalman Filter to enable a framework for 

navigation simulation.

DISCUSSION

ABSTRACT: This analysis probabilistically assesses an object’s state in cislunar space by generating admissible regions in a range 
and range-rate space according to dynamics in the Circular-restricted Three Body Problem of the Earth-Moon system.  Optical angle 
measurements from a space-based observer in a geosynchronous orbit provide line-of-sight to a cislunar object and constrain a region 
of motion according to the object’s Jacobi Constant for statistical orbit determination.  The approach can then be adapted to generate 
admissible regions for optical and x-ray measurements of a pulsar star, ultimately enabling an onboard cold-start navigation solution in 
cislunar space.

Frame:
• Earth and Moon rotate about common barycenter
• Origin at barycenter of Earth and Moon
• 𝜇 represents mass parameter
• 𝜀, 𝜂, 𝜁 represent rotating coordinates in CR3BP rotating 

frame
• 𝑛 represents proper motion of measured object

https://doi.org/10.1007/s10569-004-6593-5
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METHODS

• Multiple gravity and atmosphere ML/DL models 

will be examined, such as Long Short Term 

Memory (LSTM) and Physics Informed Neural 

Networks (PINN)

• Monte Carlo Simulations are done on Draper’s 

Uranus Simulation to observe affects on 

aerocapture performance
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• Guidance is robust to uncertainties in the 

parameters used for Spherical Harmonic gravity 

modeling

• ML/DL techniques may have more impact on 

aerocapture performance by improving modeling 

other environment systems of Uranus 

(atmosphere)

CONCLUSIONS

• NASA has highlighted the Uranus Orbiter and 

Probe (UOP) flagship mission the highest priority 

for 2023-2032. One theoretical method for orbit 

insertion at Uranus is aerocapture. Through 

aerocapture, a satellite dips into a planet’s 

atmosphere, creating drag and decreasing velocity. 

Aerocapture would more efficiently let satellites 

reach orbital velocity by using drag to dissipate 

energy instead of carrying propellent and firing 

thrusters. Aerocapture is currently not being used 

due to thin margins of error and necessary in-situ 

corrections. Advances in Machine Learning and 

Deep Learning (ML/DL) techniques offer 

improvements to gravity and atmosphere modeling 

necessary for aerocapture effectiveness.

INTRODUCTION

• NASA has provided physical parameters for 

celestial bodies with confident intervals. Using 

these values, current results focus on motivating 

whether improving gravity modeling is productive 

for aerocapture success. A sensitivity analysis on 

parameters used in the current Spherical 

Harmonics gravity model showed minimal variation 

in aerocapture metrics when perturbing 

parameters of interest. Perturbations were applied 

to the gravitational parameter Mu, and these 

perturbed values were compared to multiple 

aerocapture performance metrics (n = 50), as 

shown in figure 2.

• Another parameter, J2, was perturbed and has 

similar effects on aerocapture metrics as Mu. 

When updating guidance with the perturbed values 

of J2, only minor improvement in aerocapture 

performance was observed.

PRELIMINARY RESULTS

• Sensitivity analysis results suggest guidance is 

robust to parameters in the Spherical 

Harmonics gravity model currently being 

implemented.

DISCUSSION

ABSTRACT: Aerocapture is a theoretical orbital transfer maneuver which promises to provide mass savings over current propulusion 

based orbit insertion techniques. To make aerocapture more reliable, this research looks to leverage Machine Learning methods to 

improve current environmental models for Uranus. A sensitivity analysis of parameters in the current Spherical Harmonics gravity model 

suggests guidance for aerocapture is robust to perturbations of these parameters. This result indicates Machine Learning methods may 

have more impact on aerocapture performance by improving other environmental models of Uranus, such as atmospheric models.

NASA has highlighted the Uranus Orbiter and Probe (UOP) flagship mission the highest priority for 2023-2032. 

Figure 1: Aerocapture Schematic3 Figure 3: J2 guidance change

Figure 2: Aerocapture Metrics vs. Mu 

Perturbations

(80, 160)
(90, 150)
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METHODS

• Precisely describe the geometric model (satellite 

orbits, user position, Earth’s surface) and 

measurement model (multi-RTT, AoA azimuth and 

elevation) mathematically

• Derive an accurate probabilistic model for real 

errors (altitude, RTT error, AoA estimation 

granularity, satellite location/orientation)

• Formulate a hypothesis testing problem that 

reliably detects malicious users

• Implement this decision rule in simulation 

software in order to verify its accuracy

• Compare the performance of this method with 

requirements for precision, error probability, and 

computing resources

• Extend the scenario to find the performance limits 

of accurate detection of malicious users (high 

altitude, high speed, etc.)
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• Non-terrestrial networks provide opportunities for 

significant improvements in 5G/6G cellular

• The NTN scenario unveils new challenges that 

must be solved for secure and reliable operation

• Relying on a user’s reported position presents 

inherent security flaws

• A reliable procedure is required to effectively 

detect malicious users attempting to tamper with 

the network by independently verifying reported 

location data

CONCLUSIONS

• Terrestrial location verification is typically 

accomplished through cell-id (CID) verification, 

which leverages the small coverage area of each 

connected cell tower or base station

• In a global NTN scenario, each LEO satellite 

would serve many users across a large area, 

including across national borders

• The network must independently verify the user’s 

location using radio-dependent methods such as 

multiple round trip timing measurements (multi-

RTT), or angle of arrival estimation (AoA)

• September 2023: AST SpaceMobile successfully 

performed a 5G call using direct satellite-to-

smartphone links between Hawaii and Spain (in 

collaboration with AT&T, Vodaphone, and Nokia)

INTRODUCTION

• Geometric model

• Location estimation model (deterministic)

• Location estimation simulation in a deterministic 

(error-free) scenario

• This semester/summer: adding probabilistic 

elements and implementing the hypothesis testing 

scheme

RESULTS

• No statistical results have been evaluated yet 

(first year of research)

• The expected contribution of this work is the 

development, simulation, and performance 

evaluation of a LEO-based NTN location 

verification system that enables a satellite 

network to detect malicious users who report 

false locations

• This work will not attempt to derive the 

fundamental limits of spoofing capabilities or 

malicious user detection, however it will provide 

a realistic performance evaluation of a reliable 

algorithm that protects LEO satellite networks 

from malicious users

DISCUSSION

ABSTRACT: Next-generation cellular networks will soon include direct links between smartphones and low earth orbit (LEO) satellites in order to
provide seamless global coverage. This requires accurate knowledge of the user’s location for satellite beam assignment, Doppler shift correction,
core network assignment, lawful intercept procedures, public safety, and other applications. Current implementations of non-terrestrial networks
(NTN) rely on users computing and reporting their own locations via GNSS, presenting a security flaw that can be exploited by malicious users in
order to tamper with the network. This research investigates a method for LEO satellite networks to independently verify reported locations and
detect users who are attempting to illegally spoof their locations.
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METHODS
• US3D, an unstructured, implicit, finite-volume 

solver, simulates each flow geometry for 60 

seconds, the three flow geometries being L/D = 2, 

L/D = 16, and the flat plate case.

• Conjugate heat transfer allows for wall and 

window temperatures to update with time.

• The vehicle solid is made out of Aluminum 6061, 

with the window made of sapphire (Al2O3) glass.

• ANSYS Mechanical simulates window 

deformation.
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• Cavity recession does improve optical quality in 

high-temperature environments, but only for 

cavities that fall into the open cavity regime.

• The time scale that governs thermal development 

in the window is many orders of magnitude larger 

than that of the flow within the cavity. This causes 

an equivalent disparity in time scales present in 

the optical environment. Both must be simulated 

to produce an accurate description of the optical 

quality.

CONCLUSIONS

• Window deformation caused by thermal gradients 

degrade optical quality. These gradients, in 

addition to general high temperatures, produce a 

poor optical environment.

• Cavity recession of the window can reduce 

window temperatures and, consequently, may 

decrease window distortion and increase optical 

quality; however, this complicates the flow and 

may cause significant aero-optical distortion.

• Two different cavity geometries are simulated and 

their optical effects are analyzed.

INTRODUCTION
• Deformation for L/D = 2:

• Optical Quality Analysis:

• The Strehl ratio is a measure of intensity, 

boresight error is a measure of alignment error, 

and MTF50-based detail recovery is a measure of 

contrast.

RESULTS
• The flat plate case shows significant optical 

degradation for all measurements. While the L/D 

= 16 case offers a decrease in boresight error, it 

fails to improve Strehl ratio and detail recovery.

• Following my initial hypothesis, the L/D = 2 case 

produces the best optical quality. Importantly, the 

Strehl ratio is greater than 0.8, which meets the 

Maréchal criterion.

• While the cavity geometry greatly reduces the 

window deformation, the full effect of the aero-

optics, which is thought to be less significant, has 

yet to be fully investigated.

DISCUSSION

ABSTRACT: Extreme surface temperatures on hypersonic vehicles induce significant heating rates into glass windows located on the

surface which cause deformation and optical degradation. Recessing the window into the surface produces a cavity geometry that

reduces this heating. Contrasting this reduction with the aero-optical distortions induced by the complex flow these geometries create, I

find a length-to-depth ratio that optimizes select measures of optical quality.

[Ohmichi 2014]

Al-6061 Flat Plate L/D = 2 L/D = 16
Strehl Ratio 0.0731 0.8023 0.0912

Boresight Error (-73.85, -8.79) (-1.76, -7.03) (10.55, 7.03) 
Detail Recovery 30.01 !m 5.30 !m 12.86 !m

[Ohmichi 2014]
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METHODS
For the results shown below the following were used:
• Extended Kalman Filter (EKF) SLAM
• Stationary, Earth-fixed observer 
• 8 stationary, inertially-fixed landmarks in Low 

Earth Orbit (LEO)
• Optical and range measurements

• Camera IFOV: 2.79x10-4 rad/pixel
• Complete landmark initialization
• Perfect data association

REFERENCES
1. Macario Barros, A., Michel, M., Moline, Y., Corre, G., & Carrel, F. (2022). A Comprehensive 

Survey of Visual SLAM Algorithms. Robotics 2022, Vol. 11, Page 24, 11(1), 24. 
https://doi.org/10.3390/ROBOTICS11010024

2. Givens, M. W., & McMahon, J. W. (2023). Square-Root Extended Information Filter for 
Visual-Inertial Odometry for Planetary Landing. Journal of Guidance, Control, and 
Dynamics, 46(2), 231–245. 
https://doi.org/10.2514/1.G006849/ASSET/IMAGES/LARGE/FIGURE18.JPEG

• Integration of data association into the simulation 
pipeline to better mimic real-world scenarios.

• Implementation of graph-based SLAM algorithms.
• Represents state of-the-art.

• Research into estimating dynamic landmarks.
• Non-traditional and area of active work.

• Research into alternative dynamics representations 
of satellite orbits.
• Goal of reducing the largest sources of 

uncertainty from in-track motion along the orbit.
• Orbital element space may allow for fixed 

landmarks and map.
• Research into application of Lie theory in SLAM
• Characterization of system performance.

• Are the solutions accurate enough for navigation 
purposes? 

FUTURE RESEARCH

• The Skymark system relies on highly accurate 
and up-to-date ephemeris for robust performance. 

• There is a need for optical-only navigation tools 
that can be used when satellite ephemeris are 
stale or unavailable.

• Simultaneous Localization and Mapping (SLAM) 
provides a framework for navigation in unseen 
environments with little a priori information.

• Traditionally, SLAM involves mapping of fixed 
landmarks, but satellites are moving targets

• This research seeks to build on recent work in 
SLAM with dynamic landmarks to develop new 
algorithms and insights.1

INTRODUCTION and MOTIVATION

Observer state errors with 3-sigma bounds shows decent  
filter performance over three days of measurements.

The magnitude of the landmark state errors decrease as 
more measurements are processed.

RESULTS

• Development of a robust code base 
• Development of an example demo with EKF-

SLAM to better understand the problem space 
and gain experience with SLAM algorithms

• Implementation of optical-only measurements 
and inverse depth parameterization

• Exploration of state-of-the-art SLAM theory 
through literature review

• Ingestion and propagation of publicly available 
Two-Line Elements (TLEs)

ONGOING WORK

ABSTRACT: The ability to autonomously navigate in communication restricted or GPS-denied environments is critical to the success 
of a wide variety of modern missions, ranging from terrestrial to deep space. This research seeks to develop methods of navigation for 
Earth-based observers using optical-only measurements of artificial satellites without the use of known satellite ephemeris. This work 
aims to leverage and build on Simultaneous Localization and Mapping (SLAM) techniques, which have shown significant success in 
both robotics and space-based applications, by integrating estimation of dynamic landmarks. Initial analysis with an EKF-based SLAM 
algorithm show observer and landmark position errors of <1km.

GENERAL PROBLEM SETUP
This graphic describes an observer estimating the states of two 
satellites whilst also estimating its own state from optical 
measurements using a SLAM framework.

https://doi.org/10.2514/1.G006849/ASSET/IMAGES/LARGE/FIGURE18.JPEG
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METHODS

REFERENCES

Differences between the three models aligns with the 

notion that levels of SA capture unique cognitive 

processes and losses in each level may require unique 

responses. By presenting comprehensive estimates of 

SA, this work moves towards enabling such nuanced 

responses.

      Future work will cross-validate feature selection 

steps to confirm model performance on entirely unseen 

data. Additionally, future models will incorporate more 

complex features such as gaze recurrence, functional 

connectivity, and multimodal responses like fixation-

related potentials that could capture higher-order 

cognitive processes.

CONCLUSIONS

Situation Awareness (SA) is an astronaut’s ability to:

INTRODUCTION
To avoid overfitting†, models must have: 1) 5x more observat-

ions than features (NF) and 2) similar‡ performance on training 

data (R2) & held-out participants (Q2
P) and trials (Q2

T)

RESULTS DISCUSSION

ABSTRACT: Physiological estimates of situation awareness (SA) could improve safety in human spaceflight 

operations by enabling real-time, SA-based adaptation from autonomous systems. Here, we show that 

preliminary multimodal physiological models capture substantial (up to 76%) variance in objective measures of 

human operator SA; however, model performance decreases for higher-order cognitive processes. Future work 

aims to employ more rigorous cross-validation performance to evaluate model generalizability, to collect 

additional datapoints, and to incorporate more advanced physiological features.

Physiological signals have shown sensitivity to SA[7], 

but a multi-modal sensor suite has not been employed 

to estimate objective, 3-level measurements of SA 

across different users. Such estimates could enable 

systems that understand and adapt to an 

astronaut’s SA with nuance and overcome these 

stressor-induced SA degradations[8-10].

SA is critical for safety[2] but is degraded by stressors 

of spaceflight and modern operational complexity:
Brain Fog Information density[3-4] Automation[5-6]

1. perceive mission-critical information[1]

2. comprehend its meaning

3. project its current state into the future
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Operator[12]

Level 2 SA: Comprehension

Level 1 SA: Perception

Total SA: Perception, Comprehension, & Projection

18-Question objective goal-

directed SA Assessments[1]

8 Participants (3F), aged 21-27, operated a flight simu-

lator while wearing a suite of physiological sensors.

12 trials of 
the MATB-II

R2 0.70

NF 16

Q2
P 0.52

Q2
T 0.56

R2 0.42

NF 7

Q2
P 0.31

Q2
T 0.32

R2 0.85

NF 16

Q2
P 0.76

Q2
T 0.78

Model uses features from:

• Eye Tracking

• Electrodermal Activity

• fNIRS, and

• EEG

Model uses features from 

fNIRS only

Model uses features from:

• Electrodermal Activity

• fNIRS, and

• EEG

Physiological models capture up to 76% of variance in 

SA scores (85% in training data). However, model 

performance varies across levels of SA, and Level 3 

(comprehension) models did not meet generalizability 

criteria. Promising results support additional data 

collection to investigate potential improvements in  

model generalizability. Some work suggests that high 

cross-validation performance in low signal-to-noise 

ratio domains (e.g., cognitive state estimation) is 

indicative of overfitting[11], and caution should be taken 

in interpretation.

      Selected features differ between models, and 

psychophysiological signals only appear in models 

predicting Level 1 SA. Higher cognitive processes (e.g., 

Level 3 SA) may require more complex features to 

capture changes.

[1] Endsley, M. R. (1988) Proc. IEEE Natl Aero Elect Conf, 3, 789-795. [2] Jones, D. 

G. and Endsley, M. R., (1996) Aviat. Space Env. Med., 67, 507-512. [3] Dahm, W. 

(2010), Air University Press. [4] Endsley, M. R. (2012), CRC Press. [5] Carmody, M. A. 

and Gluckman, J. P. (1993), AFAIC, 13–18. [6] Wickens, C. D. (2008), Hum Factors, 

50(3), 397-403 [7] Zhang, T. et al. (2020), Hum Factors, 65(5),737-758 [8] Feigh, K. 

M., et al. (2012), Hum Factors, 54(6), 1008–1024 [9] Galster, S. M. and Johnson, E. 

M. (2013), DTIC. [10] Committee on Human-System Integration Research Topics for 

the 711th Human Performance Wing of the Air Force Research Laboratory, et al. 

(2021) National Academies Press, 26355 [11] D’Mello, S. K. and Booth, B. M. (2023), 

IEEE Int Sys, 38(1), 76–84. [12] Buchner, S.  (2022), University of Colorado Boulder.

†Omitted Level 3 

models did not 

meet above 

criteria.
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EXPERIMENTAL SETUP

• Aerocapture trajectories are simulated using a 6 degree of 

freedom simulation written in MATLAB/ Simulink

• A Monte Carlo (MC) set of 500 simulations was ran for each 

density estimation technique. Nominal entry conditions and 

dispersions are given below

• Estimation performance is quantified and compared in three 

ways

• ∆V stats (mean, 3-sig)

• Apoapsis Targeting Error 

• Forward Looking Prediction Error (FL-RMSE)

ACKNOWLEDGEMENTS / 
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• Onboard density estimation greatly improves UOP aerocapture 

performance

• Future work is aimed at implementing and testing the first 

application of deep learning for density estimation during 

aerocapture

• Long term goals are aimed at advancing the state of the art in 

aerocapture density estimation by implementing cutting edge 

deep learning architectures, such as transformer-based 

networks

CONCLUSIONS

• Goal: during each guidance cycle, process incoming navigation 

information to adaptively improve guidance’s knowledge of the 

atmosphere in real time

• Accurate downstream density profile prediction greatly improves 

the trajectory prediction phase of predictor-corrector guidance 

algorithms, like FNPAG [1]

• We compare the performance of three onboard density estimation 

techniques applied to 6-DOF UOP aerocapture simulation (best fit 

polynomial, density scale factor, density interpolator) and identify 

future areas of improvement aimed at advancing the state-of-the-

art

INTRODUCTION

Estimation Techniques
• Best Fit Polynomial 

• Density Scale Factor (DSF)

• Density Interpolator (DI) 

• LSTM-based Deep Learning Network (In Development)

METHODS

RESULTS

• The best fit baseline is unable to adapt to day-of-flight variation

• Compared to the best fit model, the DSF yields  33.7/ 40.1% mean/ 3-sig 

∆V improvement, a 63/ 42.1% mean/ 3-sig targeting accuracy 

improvement (fig 1), and a 39% FL-RMSE improvement near periapsis 

(fig 2)

• DSF predicts downstream density by scaling the stored density profile by 

a constant factor along the entire prediction cycle, leading to oscillatory 

prediction accuracy when time-of-flight variations are not constant

• Compared to DSF, the DI [3] yields 12.2/ 21.9% mean/ 3-sig ∆V 

improvement, an 85/ 70.7% mean/ 3-sig targeting accuracy improvement 

(fig 1), and a 68.8% FL-RMSE improvement near periapsis (fig 2) 

• The DI is not constant bias during the interpolation phase and reduces 

reliance on a stored profile, but assumes density is a function of altitude 

only. An atmosphere model with dependence on latitude and longitude 

would likely lead to performance degradation

• The LSTM approach has not yet been tested in MC simulation but has 

been shown to predict and reconstruct the true density to within 0.4-2% 

relative error by periapsis (fig 3). Previous work shows similar 

performance and demonstrates targeting accuracy benefits for Mars EDL 

[4]. 

DISCUSSION

ABSTRACT: 
NASA’s 2023-2032 Planetary Science Decadal Survey has recommended the Uranus Orbiter and Probe (UOP) as the highest priority flagship 
mission. Aerocapture, a maneuver that uses atmospheric drag to insert a spacecraft into orbit via a single pass through the atmosphere, has the 
potential to significantly reduce flight time, increase delivered mass, and reduce costs in comparison to traditional chemical capture and 
aerobraking. Atmospheric uncertainty is the primary contributor to aerocapture error, and therefore aerocapture guidance and control systems can 
benefit greatly from real time estimation and prediction of atmospheric properties. 

1) Compute sensed density

𝜌𝑒𝑠𝑡 =
2𝑚 𝑎𝑠𝑒𝑛𝑠

𝑣2 𝐶𝐷𝐴𝑟𝑒𝑓

2) Ratio of sensed to expected

 𝐾𝑒𝑠𝑡 =
𝜌𝑒𝑠𝑡

𝜌𝑛𝑜𝑚
, 𝜌𝑛𝑜𝑚 = stored profile

3) Apply first order memory fading filter

𝐾𝑝
𝑖 = 1 − 𝐾𝑔𝑎𝑖𝑛 𝐾𝑒𝑠𝑡 +  𝐾𝑔𝑎𝑖𝑛𝐾𝑝

𝑖−1

4) Constant Bias for predictor cycle

𝜌𝑘 = 𝜌𝑛𝑜𝑚𝐾𝑝
𝑖

Parameter Nominal Value Dispersion (3 sigma)

Atmosphere UranusGRAM N/A

Altitude 1000 km N/A

Velocity 24.9 km/s N/A

Entry Flight Path Angle -11.1 deg 0.15 deg

Mass 𝑚0 10%

𝐶𝐿 𝐶𝐿,0 20%

𝐶𝐷 𝐶𝐷,0 20%

Target Apoapsis 550000 km N/A

Target Periapsis 4000 km N/A

𝑒𝑖 = 
𝜌𝑖+1

𝑒𝑠𝑡 − 𝜌𝑖+1
𝑡𝑟𝑢𝑡ℎ

𝜌𝑖+2
𝑒𝑠𝑡 − 𝜌𝑖+2

𝑡𝑟𝑢𝑡ℎ

…
𝑅𝑀𝑆𝐸𝑖 =

1

𝑁
𝑒𝑖

𝑇𝑒𝑖

1) Interpolate from stored profile

ln 𝜌 =
𝑐1 + 𝑐3ℎ + 𝑐5ℎ2 + 𝑐7ℎ3 + 𝑐9ℎ4

1 + 𝑐2ℎ + 𝑐4ℎ2 + 𝑐6ℎ3 + 𝑐8ℎ4

1) Do steps 1-3 of density scale factor, 
store density history

𝜌𝑒𝑠𝑡 =
2𝑚 𝑎𝑠𝑒𝑛𝑠

𝑣2 𝐶𝐷𝐴𝑟𝑒𝑓

2) Determine prediction method

𝑖𝑓 ℎ𝑘(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 𝑎𝑙𝑡) ≤  ℎ𝑖(𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑎𝑙𝑡)  → 𝐷𝑆𝐹 4 ,
𝑖𝑓 ℎ𝑘 >  ℎ𝑖  → 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒 𝑓𝑟𝑜𝑚 ℎ𝑖𝑠𝑡𝑜𝑟𝑦

Sensor/ State 
History

Network
Density Profile 

(Reconstruction + 
Prediction)

𝒙𝟎, 𝒙𝟏, … , 𝒙𝒊 , 𝒙𝒊

= 𝑟𝑖 , 𝜃𝑖 , 𝜑𝑖 , 𝑉𝑖 , 𝛾𝑖 , 𝜓𝑖 , 𝑎𝑥,𝑖 , 𝑎𝑦,𝑖 , 𝑎𝑧,𝑖

𝜌300𝑘𝑚 , 𝜌305𝑘𝑚 , … , 𝜌600𝑘𝑚 

Figure 1: ∆V Histogram and Table

Figure 3: LSTM Prediction 

Accuracy 

Figure 2: FL-RMSE 

[2]

[3]

[4]

Technique ∆V Mean ∆V 3-sig

Best Fit 
Polynomial

171.42 317.97

DSF 113.65 190.41

DI 99.79 148.68

Technique Error Mean (%) Error 3-sig (%)

Best Fit 
Polynomial

1.08 15.59

DSF 0.40 9.02

DI 0.06 2.64

Technique FL-RMSE at 
Periapsis +- 
50 sec

Best Fit Polynomial 8.45e-07

DSF 5.11e-07

DI 1.59e-07

http://dx.doi.org/10.2514/1.G000713
https://doi.org/10.2514/1.A35197
https://doi.org/10.2514/1.A35197
https://doi.org/10.2514/6.2024-0946
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METHODS

• Tumors can have higher permittivity than other 

parts of the breast

• Permittivity differences can be detected by 

transmitting and receiving microwave signals at 

multiple locations at the surface of the breast

• Collected data is sent to image processing

ACKNOWLEDGEMENTS / 
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CONCLUSIONS
Microwave imaging has many potential benefits 

over traditional breast cancer imaging systems and 

has the potential to be portable.

INTRODUCTION

Comparisons of developed MWI systems are detailed below:

SYSTEM REVIEW DISCUSSION

ABSTRACT: Microwave imaging is a promising technology for early detection of breast cancer. It has many advantages over current
imaging standards, and multiple research groups around the world have been focusing on bringing such systems to a clinical level.
However, there is still a need for more portable microwave imaging systems to increase accessibility for patients. “Miniaturization of
Microwave Imaging Systems for Breast Cancer Detection” presented by Melania St.Cyr, Ph.D. student at MIT and Draper Scholar,
assesses current literature on microwave imaging, addresses portability and its challenges, and discusses early steps towards a new
prototype system.

Dartmouth College’s microwave 

tomography based system was the 

first clinically tested MWI system.

University of Bristol’s MARIA system 

has been producing clinical results 

since 2010 featuring a 60 element 

array with 10 second scan time.

Hiroshima University’s 

system utilizes integrated 

circuits to replace large 

electronics.

First steps towards 

a test system:

• Simplified 

breast model 

for testing

• Minimal number 

of antennas

• Standard 

electronics

Acknowledgements to my Draper advisor, Azin 

Zarrasvand, and my MIT research advisor, 

Professor Negar Reiskarimian, for their guidance 

throughout defining my research project. 

Benefits Ultrasound Mammography Magnetic 
Resonance 
Imaging

Microwave 
Imaging

No radiation risk X X X

Painless X X X

High resolution X X

Relatively low cost X X X

Early detection X X X

Table from [1]

[1]

[1]

[4]

[5]

McGill University has been 

working towards a wearable bra 

system and has replaced some 

electronics with integrated 

circuits.

Understanding current systems while implementing 

new circuit designs can lead to portable breast cancer 

monitoring. 

A simplified breast phantom consists of a 

homogeneous fatty breast, skin layer, and tumor 

replica.

Imaging output example from Bristol University [3]

[1] https://doi.org/10.1109/TBME.2018.2809541

[2] https://doi.org/10.3390/jimaging8050123

[3] https://doi.org/10.1155/2016/5054912

[4] https://doi.org/10.1038/s41598-017-16617-6

[5] https://doi.org/10.1109/TMI.2016.2518489
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TECHNICAL APPROACH
• Characterize the response of engineered cells in 

different perturbed environments 
• Combine data into a model to predict how a cell 

will respond in a different environment
• Evaluate cells in new environmental context

REFERENCES
1.Brophy, J.A., Voigt, C.A. Nat Methods 11, 508-520 (2014). 
2.Henshke, Y., Shemer, B. & Belkin, S. Current Research in 

Biotechnology 2, 21-28 (2021). 
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5.Sleight, S.C., Bartley, B.A., Lieviant, J.A. et al. J Biol Eng 4, 12 
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6.Padmakumar, J. et al. Submitted (2024). 

• Evaluate synthetic genetic circuits in different 
context and sample over time at different states to 
collect data to inform model of cellular behavior. 

NEXT STEPS

• Synthetic genetic circuits allow bacteria to 
dynamically respond to external stimuli, but they 
place a resource burden on a bacterial cell. 

• Circuit performance is dependent on the 
environment (liquid media, agar plate, soil, human 
gut tissue, etc.), which makes it difficult to apply 
synthetic biology in biotechnology applications. 

Agar

Hypothesis: By characterizing the transcriptional 
activity of cells across environments, we can develop 
a data-driven model to predict the performance of an 
engineered cell in a new environment. 

INTRODUCTION
• Developed a library of 12 orthogonal phage 

repressor in E. coli MG1655, which can be used 
as NOT gates to build Boolean logic6.

• Built genetic circuits of varying complexity which 
function as designed6.

• Preliminary ribosome profiling and RNA-seq 
protocol development produces fragments of 
correct length. 

RESULTS
• With a set of orthogonal NOT logic gates, we 

can construct NOR gates. NOT/NOR gates are 
universal Boolean logic gates which allows for 
the construction of any desired genetic circuit.

• Previously constructed genetic circuits will be 
used to evaluate how genetic circuit size affects 
cellular response in different conditions.  

• Optimization of RNA-seq and ribosome profiling 
protocols will be critical for quantifying and 
predicting transcription and translation across 
various environments. 

DISCUSSION

ABSTRACT: Bacteria can be programmed to execute desired functions and respond to specific stimuli via genetic circuits, but it is difficult to 
deploy engineered cells in relevant environments. While genetic circuit design has been rapidly improving by expanding the signals that bacteria 
can detect, such as explosives or human DNA and by improving engineering strategies to construct more complex logic gates in bacteria, it is a 
challenge to deploy synthetic microbes in relevant environments, like the soil or human microbiome1-4. Engineered strains often break down 
outside of nutrient rich, controlled laboratory environments due to the resource burden placed on the cell by the synthetic circuit5. Here, we aim to 
measure the transcriptional activity of engineered microbes in various environments to inform a model to predict cellular behavior in new contexts 
and develop robust engineering strategies for prolonged persistence in relevant environments. 
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IMPACT

INTRODUCTION PROJECT AIMS OUTCOME

ABSTRACT: Respiratory viruses including influenza and COVID-19 pose a significant global health risk. A method of developing 
effective therapeutics is through modeling these diseases using human primary airway epithelial cells grown in the PREDICT96-ALI 
microchannel-based culture chambers with an air-liquid interface. The tissue structure and differentiation within these systems are 
dependent on media composition, which is difficult to optimize through time and resource-expensive experimentation. We plan to use 
machine learning to determine the effects of media factors on tissue quality and differentiation metrics within the PREDICT96-ALI system 
and increase tissue quality for study of physiological responses to respiratory virus infection. 

Woodall et al., J. Physiol., 2021

• Aim 1: Identify cellular metrics that determine tissue and 
differentiation quality within Predict96 ALI high content images

• Aim 2: Use computer vision to quantify cellular metrics between 
media conditions to develop machine learning dataset

Apical Well

Air-Liquid Interface 

Basal Channel Port

Microfluidic Channel

Basal Inlet/Outlet Well

Adapted From Gard et al., Sci Rep. 2021

Predict96 ALI System

• Aim 3: Train a machine learning model to optimize media 
variables for tissue and differentiation quality

Goblet Cells

Ciliated Cells

Basal Cells
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DAPI
Phalloidin
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DAPI
Phalloidin

CK5
DAPI
Phalloidin

Muc5ac
DAPI
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Epithelium Tissue Properties
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Differentiation Metrics Tissue Metrics

Bukowy-Bieryllo, CCS 2021 

… ……
…

…

Media Composition Input

Machine Learning Model

Differentiation Quality

Tissue Quality

Adapted from Bukowy-Bieryllo, CCS 2021 and BiteSizeBio 2022 

• Respiratory viruses can be modeled through a variety of methods, 
including air-liquid interface (ALI) cultures

• These models inform therapeutic development

• Tissue differentiation and quality impacting model results depend 
on a variety of culture factors, including media composition

• The Predict96 ALI system models the effects of respiratory viruses 
on epithelial airway tissue

• Tissues in the Predict96 ALI imaged through high-content imaging, 
which maximizes data capture of cellular and chemical factors

Measure Tissue MetricsMedia Design

… ……
…

…

Predict Tissue Metrics

Cell Culture

Model Prediction

Adjust Media From 
Differentiation/Tissue Metrics

ML-Informed Media Optimization Loop

• Machine learning can be used as a design aid in media 
optimization for tissue and differentiation quality

• Model predictions can be experimentally validated to inform an 
iterative training process 

• Model predictions can reduce the search space for optimal media 
composition and avoid costly experimentation

• Higher quality tissues allow for more accurate modeling of 
respiratory viruses and can help expedite treatment development

Model Parameter Tuning

Cell Segmentation Coherence Analysis

Computer Vision Techniques

Imaged Tissue

Media Contents

Quantified
Tissue 
Quality

Media 
Contents

Machine Learning DatasetExperimental Dataset

Visikol Z. Püspöki et al., Adv. Anat. Embryol. Cell Biol 2016
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actin or cell junctions

Low Coherence

Stratification

H
&E

Basal Cells

Nuclei

PA
S

p6
3

Goblet Cells



Assessing Nontraditional Sensor Utility in Evolving Space 
Situational Awareness Architectures

Maj Christopher Tommila1, Dr. Ian Claypool2, Dr. Olivier de Weck3

April 8, 2024

1 Draper Scholar, MIT Department of Aeronautics & Astronautics; 2 The Charles Stark Draper Laboratory, Inc.; 3MIT Department of Aeronautics & Astronautics

METHODS
Initial research evaluated the performance and resilience impacts of augmenting an existing 

SSA network of Earth-based EO sensors with space-based opportunistic EO sensors [10]. The 
space-based sensors modeled in this research are described in Table 2 and are opportunistic in 
that they do not steer to track target RSOs. Instead, the cameras are mounted in body-fixed 
anti-nadir configurations. 

     
      This research focused primarily on the relative geometry of the observation problem. The 
primary performance figure of merit (FOM) investigated is maximum observational latency: the 
amount of time that an RSO is not observable by any sensor in the network. The relationship 
between sensors and target RSO’s can be represented as a bi-partite graph in which edges 
represent viewing opportunity between a sensor-RSO pair. An object is considered observable, 
and thus an edge exists, if it meets the criteria below [10]. ACKNOWLEDGEMENTS & 
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Initial work introduced in [10] and continued here provides a methodology for considering the 
potential  performance and resilience impacts of incorporating non-traditional sensors in the 
evolution of SSA sensor networks. Results demonstrate the sensitivity of architecture selection 
to the FOMs evaluated and thus, the criticality of determining which FOMs best capture the 
operational utility of SSA architectures. Future research will be focused on identifying these 
operational utility metrics and incorporating them, along with consideration of sensor fusion 
processes, in the multi-objective optimized evolution of legacy SSA architectures. Figure 6 is an 
initial extended design structure matrix (XDSM) [12] showing the  relationships between models 
and simulations in this future analysis.

CONCLUSIONS

The US Space Command’s Space Surveillance Network (SSN), combining ground-based 
radar and EO sensors with a small complement of space-based EO sensors, provides the 
preponderance of SSA data to government and commercial spacecraft operators [4]. However, 
commercial SSA capabilities continue to grow, presenting opportunities to evolve SSA networks 
like the SSN to incorporate these non-traditional data sources [5]. In addition to dedicated SSA 
sensors, emerging programs, like DARPA’s Space-WATCH, seek to take advantage of the 
proliferation of commercial spacecraft in near-Earth orbit by using in-situ sensor data, like star 
tracker imagery, as sources of SSA information [6]. 
     With this rise in sensor diversity has come an increase in literature related to the optimal 
design and evolution of space surveillance architectures to incorporate multi-domain and multi-
modal sensors [7]–[11]. These studies have measured performance using technical figures of 
merit (FOMs) like resident space object (RSO) state uncertainty [8], minimum observable cross-
section [7], coverage area [11], and observational revisit rate [7], [8], [10]. This research 
assesses whether these technical FOMs adequately capture the emergent performance of a 
fused sensor network and are sufficient to predict the impact of sensor data on operational 
decision processes. The goal of this research is to identify and employ operational utility 
measures in the evolution of legacy SSA sensor networks. 

INTRODUCTION
Initial test cases simulated observations of 78 RSOs in Medium Earth Orbit (MEO) and 

Geosynchronous Orbit (GEO) over a 24-hour period with over 3000 sensor architectures. The 
worst case maximum observational latency is shown in Figure 3 [10]. The total number of 
satellites required for the space-based sensors is considered a surrogate for cost and a Pareto 
frontier represents the non-dominated architectures when considering cost and performance 
[10].

    Ground site sensor outages were simulated to assess the resilience, or percentage of 
performance retained in the presence of a disturbance, of the architectures in the figure above. 
By removing only the ground sensors, this research isolates the impact of the opportunistic 
space-based sensors on the total system resilience. The figures below show the resilience as a 
function of the maximum latency FOM.

RESULTS
General trends shown in Figures 3-5 suggests that choosing inclinations close to those 

of the MEO satellites (~55 deg) allows for improved baseline performance and resilience 
with respect to the maximum latency between observations, especially when balancing cost 
of the opportunistic sensor network. Table 4 provides a comparison of four architectures 
which are highlighted on the Pareto frontier in either Figure 3 or 4.

     Table 4 shows that the highest performing architectures are not necessarily resilient to 
system disturbances. For instance, the architectures circled in yellow and red on Figure 3 
are on the Pareto frontier of performance and cost. Yet, their resilience is listed as N/A in 
Table 4 because, when one or more ground sites are removed, an RSO in the scenario will 
be unobserved for >24 hours. Table 4 also shows that consideration of an architecture’s 
resilience alone may lead to selection of architectures with low baseline performance. For 
instance, while the architecture circled in blue on Figures 3-5 maintains 97% of its baseline 
performance when all four ground sites are removed, its baseline maximum latency was 
relatively poor at over 12 hours. The architecture circled in purple on Figures 3-5 strikes a 
balance of proximity to the Pareto frontier of cost and performance while maintaining 100% 
of its baseline performance in a perturbed environment.

DISCUSSION

The number of satellites in Earth orbit has increased rapidly over the past 5 years, with US Space Command’s public catalog now containing over 28,000 tracked satellites and 
pieces of orbital debris greater than 10 cm in diameter [1]. According to the NASA Orbital Debris Program Office, there are over 100 million manmade objects in Earth orbit greater 
than 1 mm in diameter, the majority of which remain untracked [2]. Even small pieces of orbital debris, often traveling at relative velocities over 10 km/s, can cause damage to or 
destroy operational spacecraft. Figure 2 is an image of a damaged Space Shuttle window which was struck by a particle approximately 0.1 mm in diameter; the size of a grain of 
sand [3]. Research is being conducted to assess the utility of non-traditional sensors as legacy space situational awareness (SSA) sensor networks evolve to  keep pace with the 
growing need for detection and tracking of the manmade objects in Earth orbit. Initial research evaluated the performance and resilience impacts of augmenting a legacy ground-
based electro-optical (EO) sensor network with constellations of opportunistic space-based EO sensors. Continuing research seeks to develop a systems design methodology 
which incorporates operational utility measures, system performance attributes more directly related to high-level mission objectives, to guide the analysis of candidate SSA 
sensor architectures. 

Fig 1: Annual growth in objects >10 cm tracked by SSN [1] 

Table 3: Edge (Observation) Criteria [10]

Table 1: Nominal Ground-Based Sensor Sites [10]
Table 2: Space-Based Sensor Design Variables [10]

Figure 3: Maximum Latency vs Number of Opportunistic Sensors [7]

Figure 4: Maximum Latency Resilience vs Number of Opportunistic Sensors [10]

Figure 5: Maximum Latency Resilience vs (Perturbed) Maximum Latency

Table 4: Performance and Resilience of Selected Architectures

Figure 6: Master Diagram of Continuing Research
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METHODS
• We propose an approach to generate hierarchical 

task plans that uses a Large Language Model 
(LLM) to provide instructions for high-level, 
multi-step tasks and execute them in the 
environment. We also test our approach's feasibility 
in generating hierarchical task plans by identifying 
essential characteristics such as natural language 
proficiency, hierarchical task organization, and 
handling of order-agnostic instructions to generate 
hierarchical task plans. 

• Our approach builds upon GPT 3.5, an 
OpenAI-developed model. We use in-context 
learning to generate task plans for hierarchical 
tasks, which are then parsed and mapped to the 
action space of the agent for execution in the 
environment. We aim to generate task plans that 
lead to successful task completion. We conduct an 
ablation study to identify task patterns that cause 
failures in existing task planners, such as rigidly 
coded plans, a lack of generalized solutions, and 
failure to handle constraints within prompts. 
Through an iterative process of evaluating 
baselines and identifying limitations, we enhanced 
our prompt-engineering approach for the task 
planner to support hierarchical tasks and address 
these shortcomings. We tested our task planners in 
the VirtualHome environment, a simulator 
replicating household activities, and compared 
them with the SayCan baseline[1]. 

• Using LLMs for human machine/robot interaction 
effectively allows users to communicate with robots 
using everyday language.

• Prompt engineering can be crucial for obtaining 
accurate, relevant, and contextually appropriate 
outputs from the model. In the case of task-oriented 
prompts, the wording and structure of the prompt 
become crucial to ensure the model understands 
and generates an executable plan for the intended 
household task. 

CONCLUSIONS

• The primary objective of this project is to 
revolutionize human-robot interaction by advancing 
the capabilities of robots through the integration of 
natural language commands. Our work focuses on 
modeling complex, multistep robot tasks such as 
arranging laundry and washing dishes to enable 
more natural communication between human and 
robot.

INTRODUCTION
• We compared and evaluated the performance of 

two robotic task planning approaches-- the 
baseline, SayCan [1], and our hierarchical 
prompting approach-- for 100 household tasks in a 
VirtualHome simulator environment [2]. Our 
evaluation was based on three metrics: percentage 
executability, percentage parsability, and longest 
common subsequence (LCS). A lower percentage 
executability means that the agent or robot in the 
simulated environment was unable to execute all 
the generated steps. Parsability refers to the 
percentage of steps that can be analyzed from 
VirtualHome. Our prompting approach improved on 
all three metrics for the 100 tasks that are 
hierarchical in nature. 

• In our preliminary qualitative results, we achieved 
significant improvements in the LLM output. For 
example, the LLM for the task “wash teeth” 
identified hierarchical goals such as “walk to the 
toilet” and further split the task into smaller 
sub-goals like “find toothbrush holder” and 
“squeeze toothpaste.” This is unlike the plan 
generated by the baseline SayCan, which lacked 
the hierarchical component of goals and subgoals. 
Our preliminary findings suggest that our 
hierarchical prompting approach can improve the 
task planning performance for household tasks in 
the VirtualHome environment.

RESULTS
• We expect to be able to engineer prompts that 

properly translate hierarchical tasks for robot task 
plans. Hierarchical tasks involve a certain 
structure that is different from linear tasks, where 
each subtask is completed in order. For example, 
if the task is “clean the kitchen,” this task would 
contain a hierarchy of subtasks, such as “wash 
the dishes,” “wipe the counter,” “sweep the floor,” 
and each subtask can be broken down further 
into more subtasks. Wash the dishes may 
include “handwash the pots” and “load the 
dishwasher.” These tasks form a hierarchy where 
order of tasks might or might not be specified.

• Currently these tasks are difficult to be translated 
into task plans for robots because of their unique 
structure, but we plan to make progress toward 
translating these types of tasks into executable 
task plans.

DISCUSSION

ABSTRACT: Previous work in robot task planning assumes that handcrafted hierarchical task specifications exist for robotic tasks. However, 
hand-coding task specification for complex tasks is difficult, as it requires significant domain knowledge and engineering effort. LLMs offer a source 
of knowledge and common sense that have the potential to reduce this workload and effort, and build calibrated trust. We use natural language 
task descriptions with LLMs for complex task planning. The distribution of tasks that we target are hierarchical in nature, which means they can be 
further divided into subgoals and primitive actions that the robot can execute. We compare our results against baselines to demonstrate the 
efficacy of LLMs in hierarchical task planning and execution, and we evaluate trust and usability from the human perspective.

• [1] Ahn, Michael, et al. "Do as i can, not as i say: 
Grounding language in robotic affordances." arXiv 
preprint arXiv:2204.01691 (2022).

• [2] X. Puig, K. Ra, M. Boben, J. Li, T. Wang, S. 
Fidler, and A. Torralba, “VirtualHome: Simulating 
Household Activities via Programs,” in Proceedings 
of the IEEE Conference on Computer Vision and 
Pattern Recognition, 2018, pp. 8494–8502.
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METHODS

• Centralized reinforcement learning (RL) 

• Conducting simulations in a custom environment 

built in OpenAI Gym to generate the states, 

agents, actions, obstacles, goals, reward system

• Training the model with RL algorithm “Proximal 

Policy Optimization (PPO)” to generate policies

• Deploying RL techniques such as a “warm start” 

to enhance training efficiency

• Testing many simulation environments 

encompassing a range of real-world applications 

such as a narrow passageway and densely 

populated terrain
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• The flexible mechanisms incorporated in this 

architecture allow this work to apply to a range of 

use cases that contain differing number or 

agents, environment sizes, and obstacles

• Using RL to solve multi-agent motion planning is 

far more robust than fixed algorithms for real-

world applications that incorporate uncertainty 

because of its adaptability and generalization

CONCLUSIONS

INTRODUCTION RESULTS

• The number of agents, arrangement of 

obstacles, and grid size are adjustable to form 

new scenarios for agents to train on and solve

• The flexible architecture allows this model to fit 

a variety of solution spaces / applications; all 

that is needed is to retrain rather than redesign

• Using a warm start without obstacles enhances 

the learning efficiency by breaking the problem 

into several pieces to solve one at a time

DISCUSSION

ABSTRACT: Multi-agent robotic technology requires complex motion planning for agents to successfully collaborate at increasingly 

high speeds without collisions. This work applies reinforcement learning to an autonomous multi-agent system to teach agents within a 

swarm to complete tasks without colliding into obstacles or other agents. The developed architecture incorporates flexible mechanisms 

enabling the system’s potential for future applications across various scenarios with real-world uncertainties.

• Autonomous robotics provide novel solutions to 

ordinary problems

• Multi-agent systems greatly scale the impact of 

integrating robotics into real-world applications

• Major barrier to implementation is the complex 

motion planning required to avoid collisions among 

agents and obstacles

• Two agents in a 10x10 grid with 

randomized start locations and 

fixed goal locations

• “Warm” start - first trained them 

without any obstacles so they 

learn to navigate without 

colliding into each other

• One trained without obstacles, feed the model a 

new environment with obstacles

• "Warm" start vs "cold" start with obstacles:

• Example mastered scenario: 

narrow passage

• Learned behavior: wait for each 

other to go one at a time
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Architected Materials: The Plate Lattice

Our research focuses on the plate lattice, which provides 

key advantages over other structures:      

• Superior tunability of structure's response to specific 

impact energies (wall thickness and pre-buckling).

• A two-objective (high and low impact energies) 

optimization study was conducted

Results & Conclusion

Motivation

Automated Design Synthesis

A single evaluation of the surrogate model takes 

milliseconds compared with several minuets in simulation.

ABSTRACT: We investigate the optimization of plate lattice structures for enhanced impact absorption through specific simulation and machine learning 
techniques. Our aim is to surpass the limitations of conventional impact mitigation materials, such as foams or packing peanuts, by leveraging automated, 
optimization-driven design. A Finite Element Analysis (FEA) model enables the rapid evaluation of thousands of plate lattice designs under varied impact 
conditions. We use this performance data to train a neural network, facilitating fast and accurate predictions of design and impact parameter performance. This 
approach sidesteps the computational demands of direct FEA simulation, scaling our evaluation space to millions of design candidates. Employing a genetic 
optimizer, with the neural network surrogate model as the fitness evaluator, allows us to discover geometries that yield the best performance. Our method not only 
aids in identifying geometries engineered for optimal performance across a range of impact energies but also enables the rapid assessment of millions of design 
candidates, marking a notable advance in the field of impact-absorbing structures.

• Cannot be tuned 

beyond density and 

quantity

• Stochastic geometry

       

         Use more material

• Many tunable 

parameters

• Architected geometry

       

         

Need more protection from larger impacts?

Optimize the 

geometry

• Spatial Grading of 

both wall thickness 

and pre-buckling 

allows for greater 

control over the 

impact absorption 

profile, enabling the 

customization of the 

structure for a wide 

spectrum of impact 

energies.

• Easily 3D printed

Use simulation and optimization to 
discover the best designs

Finite Element Simulation
A high-fidelity finite element simulation can 

accurately predict the performance of set of design 

parameters*.  

t=0 t=1 t=2

Surrogate Modeling

Bottleneck: Evaluating the designs with simulation is 
computationally expensive. This limits how much of the 
design space we can explore.

Can we use machine learning to replace simulations 
in the optimization loop?

• Given a design and impact scenario, predict the 
physical performance

~ 5,000 real 
simulations

Train a 
network

93% accuracy at 
predicting 
performance of 
designs 
(compared with simulation)

* Finite element simulation model has an average of 7% error compared with real world testing

Upshot: Surrogate modeling expands design space 
exploration from thousands of candidates to millions of 
candidates

• Pareto frontier plot below represents the tradeoffs 

between the best designs candidates

Goal: Minimize both axes

Key takeaway: using our surrogate model the 
automated design process discovered superior designs 

when compared with using simulation alone
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METHODS
Visual navigation requires estimating functions of the 
scene and motion parameters

𝜃! = 𝜌!, 𝑢! , 𝜉! ∈ 𝑹𝟑×𝑹𝟔	
𝜌!, 𝑢! = point feature inverse scene depth & 

                pixel location at time 𝑡
𝜉! = 𝜔!, 𝑣! =	camera angular & linear velocity

Monocular Visual Odometry (VO) performance 
relies on accurate estimates of the loom frequency

𝜌!𝑣! ∈ 𝑹𝟑	 [𝐻𝑧]
from observations of optical flow, modeled as 
increments of the Itô SDE

𝑑𝑢! = ℎ 𝜃! 𝑑𝑡 + Σ	%/'𝑑𝑤!
𝑢̇𝒕 = ℎ 𝜃!  = optical flow ODE
𝑑𝑤! = standard Brownian motion

The Cramér-Rao Lower Bound (CRLB) on unbiased 
loom frequency estimates is obtained from the Fisher 
Information Matrix (FIM)

𝐽(𝜃!) = −𝐸 ∇)' 	log	𝑝)!
*%

where 𝑝)! = 𝑁 ℎ 𝜃! , Σ	 is the likelihood of a discrete-
time optical flow observation.

The figures at right show the loom frequency CRLB 
as a function of the number of images, for point 
features sampled from a typical hallway scene.
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CONCLUSIONS

Our work is focused on the performance of 
photometric bundle adjustment (PBA) algorithms 
for visual navigation tasks requiring joint estimation 
and control. We are specifically interested in DSO [1] 
and SVO [2] as prototypical (semi-)direct methods 
utilizing large-scale, real-time Gauss-Newton 
solvers in SLAM architectures with strongly 
coupled frontend and backend.

INTRODUCTION
How can a robot visually detect looming 
obstacles? Gauss-Newton algorithms estimate loom 
by solving a sequence of Binary Hypothesis Tests 
(BHTs) of the (notional) form
            𝑃+: 	 E𝜃! = 𝜃(+) 
            𝑄+: 	 E𝜃! = 𝜃(+) + 𝛿𝜃 
where 𝜃(+) is the estimate of 𝜃! at the 𝑖th iteration, and 
the alternative hypothesis 𝑄+ is constructed from the 
locally quadratic property of the Kullback-Leibler 
divergence [3]

−𝐸 ln
𝑑𝑃+
𝑑𝑄+

≈ ln	𝑝) " + 𝛿𝜃.∇)ln	𝑝) " + 𝛿𝜃.𝐽 𝜃 + 𝛿𝜃

We conclude that in a PBA algorithm the probability 
of obstacle detection error depends on a sequence 
of local tests [4] each defined by a FIM 𝐽 𝜃 + .

DISCUSSION

ABSTRACT: Where should a robot look when it steers [5]? How do autonomous systems measure risk and make decisions? Our 
research applies statistical decision theory in order to understand how a particular class of real-time SLAM algorithms processes visual 
information in service of a particular visual navigation task. Focusing on the simplest case of a monocular camera moving straight down 
a hallway, we identify the central role of the Fisher Information Matrix in determining the performance of a robot as it attempts to detect 
interesting visual features and obstacles in its path. 

RESULTS
For the simplest case of straight-line motion aligned 
with the optical axis, the loom frequency CRLB 
decreases with each image, and varies inversely with:
1. point feature distance from the optical axis 

normalized by the Brownian motion intensity, and 
2. the loom-to-frame-rate ratio 𝜌!𝑣!/𝑓, where 𝑓 =

1/Δ𝑡 is the camera’s sampling rate.

For 𝑁 ≥ 6 images the CRLB decreases as 𝑁*%/'. The 
real-time performance of PBA is bounded by the 
CRLB in the non-asymptotic regime 𝑁 < 6. 

Noisy feature tracks in a 
typical hallway scene

• The loom frequency CRLB decreases faster 
than 𝑵*𝟏/𝟐 for 𝑁 < 6	 images.

• The FIM is central to sequential analysis of 
photometric bundle adjustment (PBA) algorithms.CRLB for loom estimates 

normalized by feature distance
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METHODS

Synthetic Dataset:
• We created a small synthetic dataset of 15 penetration 

testing tools to simulate an organization’s private toolkit

• Each datapoint includes:

• Tool name, version, operating system, description, help 

message, specification, and example commands

       -      Combinations of this information form different context levels

• MITRE ATT&CK framework tactic and technique tags

• Tool retrieval prompts including MITRE ATT&CK tags

• Command generation prompts with validation regexes

Tool Retrieval Testing:
• Embedding models create embeddings for retrieval 

prompts and context levels with and without tags

• Embeddings are compared with cosine similarity

Command Generation Testing:
• Language models generate commands based on 

generation prompts including varying context levels

• Generated commands are compared with verified regexes
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• RAG enables automated frameworks to retrieve and 

execute private tools that were absent from training data

• While varying context levels do not significantly impact 

retrieval accuracy, tagging improves semantic similarity

• A minimum context including a help page, specification, or 

example commands is necessary for command generation

• Beyond the minimum context, generation accuracy depends 

more on the capabilities of the model than the context level

Future Work: 
• Create more data and study the impact of dataset size

• Test generation accuracy with source code as context

• Compare RAG results with a small finetuned LM

CONCLUSIONS

Background:
• Language models (LMs) contain large cybersecurity knowledge 

bases [1] enabling automated penetration testing [2,3]

• Automated frameworks fail to execute private tools (scripts, 

binaries, exploits, etc.) absent from the LM’s training data

• Retrieval Augmented Generation (RAG) [4] enables LMs to 

access private external data and improves generation accuracy

       -      Retrieval: What is the correct tool for this task?

       -      Generation: What is the command for this tool to execute the task?

• This research examines how data tags and varying context 

levels impact RAG for tool retrieval and command generation

Hypotheses:

• (1) If embedded context is tagged, then retrieval accuracy will 

increase because tagging increases semantic similarity

• (2) Maximum retrieval and generation accuracy will occur at an 

intermediate context level because too much or too little 

context will decrease accuracy due to a lack of information or 

the lost-in-the-middle (LITM) phenomenon [5], respectively

INTRODUCTION RESULTS

• Analysis of results is limited due to the small size of the 

synthetic testing dataset

Retrieval Results:
• Tagging tools with MITRE ATT&CK tactics and techniques 

increases semantic similarity, improving retrieval accuracy 

across models [Supports (1)]

• Similarity scores do not change significantly between 

context levels, indicating there is no optimal level or the 

experiment fails to isolate important context [Refutes (2)]

Generation Results:
• All models fail to generate commands at the lowest context 

level due to a lack of information [Supports (2)]

• Despite higher average accuracy at higher context levels, 

accuracy varies greatly between models, indicating internal 

model capabilities are more significant than using an optimal 

context level for command generation [Refutes (2)]

DISCUSSION

ABSTRACT: Language Models (LMs) contain large cybersecurity knowledge bases, enabling the automation of penetrating testing 

tasks. LM-based penetrating testing frameworks can execute well-documented public tools but fail to execute private tools absent from 

the LM’s training data. This research shows that Retrieval Augmented Generation (RAG) enables autonomous frameworks to utilize 

private toolkits and recommends methods for improving retrieval and generation accuracy.

Base Prompt: Output a command to accomplish the following task. Use the additional information to format 

the tool parameters. Only include the parameters provided in the prompt. Do not override default parameters 

unless specified in the prompt. Only output the command. Do not include any additional information. Do not 

include markdown or other formatting.

Command Generation Prompt (Penetration Testing Task): Run a verbose scan on 

http://www.domain.com and save the report to C:\users\me\desktop\domain-report.txt

Context Level: Tool name, version, operating system, description, and specification

Meta LLaMa2 Response: Sure! Here's an example command that you can use to accomplish the task 

you described: `FastDirCrack.exe -u http://www.domain.com -wl <wordlist> -t 5 -sp / -v –rl 

C:\users\me\desktop\domain-report.txt`

= Invalid Parameters     = Assumed Parameters     = Additional Text

Tool Retrieval Results:

Command Generation Results:

Failed Command Generation Example:


	2024.02.23_Draper Scholars Symposium Poster_final
	Slide 1

	2024_Draper_Symposium_poster
	Slide Number 1

	Ahner Kristen - Robust, Chance-Constrained Spacecraft Guidance
	BellisleRachel_Qualitative Evaluation of the GLCS
	Slide Number 1

	Blevins Morgan-Engineering quantum materials for infrared detection and optical isolation
	brianmills_SolutionProcessing_V2
	Chang Christine - Iterative Human-in-the-Loop Optimization for Aerial Robot Wildfire Detection
	Slide 1

	Cheng Tim - A Large Deflection MEMS Spring to Enable Linear Out-of-Plane Movement
	Slide 1

	Dabkowski Elijah - Provably Correct Machine Vision via Conformal Keypoint Mapping
	Slide 1

	de Freitas Bart Ryan - Assessing the Performance Impact of Reusability - Final
	draper scholar poster 2024
	Slide Number 1

	Draper Scholar Poster Alex Markoski 2024
	Slide Number 1

	Draper Scholars Symposium Matthew Wallace
	Slide 1

	Draper Scholars Symposium_AL_2024_20_27
	Slide Number 1

	Draper Scholars Symposium_Poster
	Slide Number 1

	Draper Scholars Symposium_Template-2024_Julie Johnston v3
	Slide 1

	draper_scholar_symposium_poster_draft_updated
	Slide 1

	GalloLeonardo_SiPMS_as_FSOC_Sensor
	Gess Derek Undersea Wireless Power Transfer Systems A Parametric Design Map
	Slide 1

	GochenaurDaniel-MultidisciplinaryDesignOfAeroassistVehicles_Final
	Slide 4

	HeeRyann-DesignExplorationofaMEMSStirlingEngine
	Slide 1

	HETTRI~1
	HirstAlex_Learning-Enhanced_Model_Predictive_Guidance_for_FW-sUAS
	Huckelberry Jacob - Privacy Preserving Machine Learning Sensors
	Slide Number 1

	Johnson Paul – Single Event Activated Radiation Effects in Microelectronics REVISION_SQUARE_TEMPLATE
	Slide 1

	Johnston_Jeff_Combatting Stress in Aircrews
	Slide 1

	Jung Kyle-Neural Operators as Surrogate Models for Hypersonic Flow Fields
	Klinghoffer Tzofi - Accelerating Vision System Prototyping with Reinforcement Learning
	Koron_DraperScholarsSymposium2024
	Slide 1

	Laney Sam – LLM-Directed Agent Models in Cyberspace
	Lepp_FinalPoster_v3
	Slide 1

	LJ_draper_symposium_poster
	Slide Number 1

	Mo William - Improving Methods for Detection Characterization and Analysis of Novel Biosecurity Threats
	Slide 1

	Montes McNeil_Alexander_Review of Free Space Optical Neural Networks
	NaaktgeborenAllisonPIPECleanerDevelopercentricConfigurableFuzzingforSoftwareVulnerabilityDiscovery
	Nate Bragg - Scimitar Functional Programs as Optimization Problems
	Slide 1

	Nguyen Michelle – Using a Microphysiological System PREDICT96 to Study the Role of Shear Stress in Severe COVID-19
	Slide Number 1

	Pincot Andre - Improved Extracorporeal Oxygenation through Continuous Hemocompatible Microfluidic Microbubble Generation
	Slide Number 1

	Pryal Erik - Universal AUV Docking Station
	Slide 1

	Puttkammer Gregg - Ensemble Methods for Anomaly Detection within Continuous Data Flows
	Slide 1

	Ravichandran Joseph - Automated Testing for Discovering Pre-Silicon Microarchitectural Security Vulnerabilities in Modern Processors[1]
	Rossi-Symposium-Poster-2024
	Slide Number 1

	RossJillian-ACislunarCold-StartSolutionforNavigationunderCR3BPDynamics
	Slide 1

	Rudakevych_DSS_Poster_Final
	Slide 1

	Schatz Nathan - User Location Verification in Non-Terrestrial Cellular Networks (2)
	Schofield Matthew - Study of Cavity Geometry to Improve Optical Quality of Windows in Hypersonic Flow
	Shakerin Kian - Towards Ephemeris Free Skymark Through Dynamic SLAM
	SmithKieran – Multimodal Physiological Estimates of Situation Awareness
	Slide 1

	Sonandres Kyle - Density Estimation for 6-DOF Uranus Aerocapture Simulation
	Untitled Section
	Slide 1


	StCyr Melania - Miniaturization of Microwave Imaging Systems for Breast Cancer Detection - V2
	SunJessica-Predictive Transcriptional Analysis of Engineered Microbes in Austere Environments
	Tang_Symposium_Poster-2024_v2
	Slide Number 1

	Tommila Christopher_Sensor Utility in Evolving SSA Architectures
	Tse Courtney - Using LLMs for Hierarchical Task Planning_ A Human Factors Perspective.pptx
	Vincent Caroline - Multi-Agent Reinforcement Learning for Autonomous Robotics (1)
	Slide 1

	Wade Charles- Design Optimization for Impact Absorption with Machine Learning
	Slide 1

	Wendel Eric -- A Decision-Theoretic Framework for Vision-based Sensing and Control
	Westenfelder Finnian - Enabling Language Model Execution of Untrained Tools with Retrieval Augmented Generation
	Slide 1


