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VP & GM, Machine Learning Platforms
Amazon AI  - Amazon
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Support For

With Intel® OPTANE™ DC PERSISTENT MEMORY

Leadership Performance

Higher Frequencies

Optimized Cache Hierarchy Security Mitigations

Optimized Frameworks & Libraries

NEXT INTEL®  XEON®  SCALABLE PROCESSOR
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FASTER .  EASIER .  OPTIMIZED .

Intel® Select Solution configurations
and benchmark results are

Intel verified

DESIGNED TO DELIVER 
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Fast & easy
to deploy

Simplified
evaluation

TIGHTLY SPECIFIED HW 
& SW COMPONENTS



Intel® Select Solution configurations
and benchmark results are

Intel verified

INTEL SELECT SOLUTION

ai: 
Big DL 

on Apache Spark

INTEL SELECT SOLUTION

Blockchain: 
Hyperledger Fabric

INTEL SELECT SOLUTION

SAP HANA
Certified Appliance 
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It’s a new era of data-centric computing
FUELED BY CLOUD, NETWORK | 5G | EDGE, ARTIFICIAL INTELLIGENCE

The data-centric Opportunity is Massive
LARGEST OPPORTUNITY IN INTEL’S HISTORY, OVER $200B TAM BY 2022 

Intel has unparalleled assets to fuel growth
PORTFOLIO OF LEADERSHIP PRODUCTS TO MOVE, STORE AND PROCESS DATA





Disclosures 
Statements in this presentation that refer to business outlook, future plans and expectations are forward-looking statements that involve a
number of risks and uncertainties. Words such as "anticipates," "expects," "intends," "goals," "plans," "believes," "seeks," "estimates," 
"continues," "may," "will," “would,” "should," “could,” and variations of such words and similar expressions are intended to identify such 
forward-looking statements. Statements that refer to or are based on projections, uncertain events or assumptions also identify forward-
looking statements. Such statements are based on management's current expectations, unless an earlier date is indicated, and involve many 
risks and uncertainties that could cause actual results to differ materially from those expressed or implied in these forward-looking 
statements. Important factors that could cause actual results to differ materially from the company's expectations are set forth in Intel's 
earnings release dated July 26, 2018, which is included as an exhibit to Intel’s Form 8-K furnished to the SEC on such date.  Additional 
information regarding these and other factors that could affect Intel's results is included in Intel's SEC filings, including the company's most 
recent reports on Forms 10-K and 10-Q.  Copies of Intel's Form 10-K, 10-Q and 8-K reports may be obtained by visiting our Investor Relations 
website at www.intc.com or the SEC's website at www.sec.gov. 

All information in this presentation reflects management’s views as of the date of this presentation, unless an earlier date is indicated.  Intel 
does not undertake, and expressly disclaims any duty, to update any statement made in this presentation, whether as a result of new 
information, new developments or otherwise, except to the extent that disclosure may be required by law.



1.48x: Per Core Performance
Intel Xeon Platinum 8180:  Intel Xeon-based Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28 core) processors,  BIOS ver SE5C620.86B.00.01.0014.070920180847, 07/09/2018, microcode: 0x200004d,  HT ON, Turbo 
ON,  12x32GB DDR4-2666, 1 SSD,  Ubuntu 18.04.1 LTS  (4.17.0-041700-generic Retpoline), 1-copy SPEC CPU 2017 integer rate base benchmark compiled with Intel Compiler 18.0.2  -O3, executed on  1 core using taskset
and numactl on core 0.  Estimated score = 6.59, as of 8/2/2018 tested by Intel
AMD EPYC 7601: Supermicro AS-2023US-TR4  with  2S AMD EPYC 7601 with 2 AMD EPYC 7601 (2.2GHz, 32 core) processors, BIOS ver 1.1a, 4/26/2018, microcode: 0x8001227,  SMT ON, Turbo ON,  16x32GB DDR4-2666, 1 
SSD,  Ubuntu 18.04.1 LTS  (4.17.0-041700-generic Retpoline), 1-copy SPEC CPU 2017 integer rate base benchmark compiled with AOCC ver 1.0 -Ofast, -march=znver1, executed on  1 core using taskset and numactl on core 
0.  Estimated score = 4.45, as of 8/2/2018 tested by Intel

3.20x: High Performance Linpack
Intel Xeon Platinum 8180:  Intel Xeon-based Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28 core) processors,  BIOS ver SE5C620.86B.00.01.0014.070920180847, 07/09/2018, microcode: 0x200004d, HT ON (1 
thread per core), Turbo ON, 12x32GB DDR4-2666, 1 SSD,  Ubuntu 18.04.1 LTS  (4.17.0-041700-generic Retpoline), High Performance Linpack v2.1, compiled with Intel(R) Parallel Studio XE 2018 for Linux, Intel MPI and MKL 
Version 18.0.0.128, Benchmark Config: Nb=384, N=203136, P=1, Q=2, Q=4, Score = 3507.38GFs, as of July 31, 2018 tested by Intel
AMD EPYC 7601:  Supermicro AS-2023US-TR4 with 2 AMD EPYC 7601 (2.2GHz, 32 core) processors, SMT OFF, Turbo ON,  BIOS ver 1.1a, 4/26/2018, microcode: 0x8001227,  16x32GB DDR4-2666, 1 SSD,  Ubuntu 18.04.1 
LTS  (4.17.0-041700-generic Retpoline), High Performance Linpack v2.2, compiled with Intel(R) Parallel Studio XE 2018 for Linux, Intel MPI version 18.0.0.128, AMD BLIS ver 0.4.0, Benchmark Config: Nb=232, N=168960, P=4, 
Q=4, Score = 1095GFs, as of July 31, 2018 tested by Intel

1.85x: Database
Intel Xeon Platinum 8180:  Intel Xeon-based Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28 core) processors,  BIOS ver SE5C620.86B.0X.01.0115.012820180604, microcode:  0x2000043, HT ON, Turbo ON, 24x32GB 
DDR4-2666, 1 x Intel DC P3700 PCI-E SSD (2TB, 1/2 Height PCIe 3.0, 20nm, MLC),  Red Hat Enterprise Linux 7.4 (3.10.0-693.11.6.el7.x86_64 IBRS), HammerDB ver 2.3, PostgreSQL ver 9.6.5,  Score = 2,250,481 tpm, as of 
3/15/2018 tested by Intel
AMD EPYC 7601:  HPE Proliant DL385 Gen10 with 2 AMD EPYC 7601 (2.2GHz, 32 core) processors, ROM ver 1.06, microcode: 0x8001227, SMT ON, Turbo ON,  16x32GB DDR4-2666, 1 x Intel DC P3700 PCI-E SSD (2TB, 1/2 
Height PCIe 3.0, 20nm, MLC),  Red Hat Enterprise Linux 7.4 (3.10.0-693.21.1.el7.x86_64 Retpoline), HammerDB ver 2.3, PostgreSQL ver 9.6.5,  Score = 1,210,575 tpm, as of 4/12/2018 tested by Intel

1.45x: Memcached (Memory Object Caching)
Intel Xeon Platinum 8180:  Intel Reference Platform with 2 Intel Xeon 8180 (2.5GHz, 28C) processors, BIOS ver SE5C620.86B.00.01.0014.070920180847, 07/09/2018, microcode: 0x200004d,  HT ON, Turbo ON, 12x32GB 
DDR4-2666, 1SSD, 1 40GbE PCIe XL710 Adapter, Ubuntu 18.04.1 LTS  (4.17.0-041700-generic Retpoline), Memcached using YCSB benchmark Workloadc, YCSB 0.16.0, Memcached v1.5.9, Max throughput (ops/sec) with P99 
latency < 1ms,  Score: 2711265 ops/sec, as of 8/2/2018 tested by Intel
AMD EPYC 7601:  Supermicro AS-2023US-TR4 with 2 AMD EPYC 7601 (2.2GHz, 32C) processors, BIOS ver 1.1a, 4/26/2018, microcode: 0x8001227, SMT ON, Turbo ON, 16x32GB DDR4-2666, 1SSD, 1 40GbE PCIe XL710 
Adapter, Ubuntu 18.04 LTS, (4.17.0-041700-generic Retpoline), Memcached using YCSB benchmark Workloadc, YCSB 0.16.0, Memcached v1.5.9,  Max throughput (ops/sec) with P99 latency < 1ms,  Score: 1862841 ops/sec, 
as of 8/2/2018 tested by Intel

1.72x: L3 Packet Forwarding 
Intel Xeon Platinum 8180:  Supermicro X11DPG-QT with 2 Intel Xeon-SP 8180 (2.5GHz, 28C) processors, BIOS ver 2.0b, microcode: 0x2000043, 12x32GB DDR4-2666, 1 SSD,  2x Intel XXV710-DA2 PCI Express (2x25GbE), 
DPDK L3fwd sample application (IPv4 LPM, 256B packet size, 625000 flows), DPDK 17.11, Ubuntu 17.10, (4.13.0-31-generic IBRS),  HT ON, Turbo OFF, Score= 42.22 Million Packets / second, as of 8/2/2018 tested by Intel
AMD EPYC 7601, Supermicro AS-2023US-TR4 with 2 AMD EPYC 7601 (2.2GHz, 32C) processors, BIOS ver 1.1a, microcode: 0x8001227, 16x32GB DDR4-2666, 1 SSD,  2x Intel XXV710-DA2 PCI Express (2x25GbE), DPDK 
L3fwd sample application (IPv4 LPM, 256B packet size, 625000 flows), DPDK 17.11, Ubuntu 17.10 (4.13.0-36-generic Retpoline),  SMT ON, Turbo (core boost) OFF, Score= 24.52 Million Packets / second, as of 8/2/2018 tested 
by Intel

Configuration Details



Intel Optane Persistent Memory Configuration Details

Performance results are based on testing: 8X (8/2/2018), 9X Reads/11X Users (5/24/2018), Minutes to Seconds (5/30/2018) and may not reflect all publicly available security 
updates. No product can be absolutely secure. 
Results have been estimated based on tests conducted on pre-production systems: 8x (running OAP with 2.6TB scale factor on IO intensive queries), 9X Reads/11X Users 
(running Cassandra optimized for persistent memory), and Minutes to Seconds (running Aerospike* Hybrid Memory Architecture optimized for persistent memory), and 
provided to you for informational purposes.



1x inference throughput improvement in July 2017:
Tested by Intel as of July 11th 2017: Platform: 2S Intel® Xeon® Platinum 8180 CPU @ 2.50GHz (28 cores), HT disabled, turbo disabled, scaling governor set to “performance” via intel_pstate driver, 384GB DDR4-2666 ECC RAM. 
CentOS Linux release 7.3.1611 (Core), Linux kernel 3.10.0-514.10.2.el7.x86_64. SSD: Intel® SSD DC S3700 Series (800GB, 2.5in SATA 6Gb/s, 25nm, MLC).Performance measured with: Environment variables: 
KMP_AFFINITY='granularity=fine, compact‘, OMP_NUM_THREADS=56, CPU Freq set with cpupower frequency-set -d 2.5G -u 3.8G -g performance. Caffe: (http://github.com/intel/caffe/), revision 
f96b759f71b2281835f690af267158b82b150b5c. Inference measured with “caffe time --forward_only” command, training measured with “caffe time” command. For “ConvNet” topologies, dummy dataset was used. For other 
topologies, data was stored on local storage and cached in memory before training. Topology specs from https://github.com/intel/caffe/tree/master/models/intel_optimized_models (ResNet-50),and 
https://github.com/soumith/convnet-benchmarks/tree/master/caffe/imagenet_winners (ConvNet benchmarks; files were updated to use newer Caffe prototxt format but are functionally equivalent). Intel C++ compiler ver. 17.0.2 
20170213, Intel MKL small libraries version 2018.0.20170425. Caffe run with “numactl -l“. 
2.8x inference throughput improvement in January 2018:

Tested by Intel as of Jan 19th 2018 Processor :2 socket Intel(R) Xeon(R) Platinum 8180 CPU @ 2.50GHz / 28 cores HT ON , Turbo ON Total Memory 376.46GB (12slots / 32 GB / 2666 MHz). CentOS Linux-7.3.1611-Core, SSD sda
RS3WC080 HDD 744.1GB,sdb RS3WC080 HDD 1.5TB,sdc RS3WC080 HDD 5.5TB , Deep Learning Framework Intel® Optimization for caffe version:f6d01efbe93f70726ea3796a4b89c612365a6341 Topology::resnet_50_v1 
BIOS:SE5C620.86B.00.01.0009.101920170742 MKLDNN: version: ae00102be506ed0fe2099c6557df2aa88ad57ec1 NoDataLayer. . Datatype:FP32 Batchsize=64 Measured: 652.68 imgs/sec vs Tested by Intel as of July 11th

2017: Platform: 2S Intel® Xeon® Platinum 8180 CPU @ 2.50GHz (28 cores), HT disabled, turbo disabled, scaling governor set to “performance” via intel_pstate driver, 384GB DDR4-2666 ECC RAM. CentOS Linux release 7.3.1611 
(Core), Linux kernel 3.10.0-514.10.2.el7.x86_64. SSD: Intel® SSD DC S3700 Series (800GB, 2.5in SATA 6Gb/s, 25nm, MLC).Performance measured with: Environment variables: KMP_AFFINITY='granularity=fine, compact‘, 
OMP_NUM_THREADS=56, CPU Freq set with cpupower frequency-set -d 2.5G -u 3.8G -g performance. Caffe: (http://github.com/intel/caffe/), revision f96b759f71b2281835f690af267158b82b150b5c. Inference measured with 
“caffe time --forward_only” command, training measured with “caffe time” command. For “ConvNet” topologies, dummy dataset was used. For other topologies, data was stored on local storage and cached in memory before 
training. Topology specs from https://github.com/intel/caffe/tree/master/models/intel_optimized_models (ResNet-50),and https://github.com/soumith/convnet-benchmarks/tree/master/caffe/imagenet_winners (ConvNet
benchmarks; files were updated to use newer Caffe prototxt format but are functionally equivalent). Intel C++ compiler ver. 17.0.2 20170213, Intel MKL small libraries version 2018.0.20170425. Caffe run with “numactl -l“. 
5.4x inference throughput improvement in August 2018:

Tested by Intel as of measured July 26th 2018 :2 socket Intel(R) Xeon(R) Platinum 8180 CPU @ 2.50GHz / 28 cores HT ON , Turbo ON Total Memory 376.46GB (12slots / 32 GB / 2666 MHz). CentOS Linux-7.3.1611-Core, kernel: 
3.10.0-862.3.3.el7.x86_64, SSD sda RS3WC080 HDD 744.1GB,sdb RS3WC080 HDD 1.5TB,sdc RS3WC080 HDD 5.5TB , Deep Learning Framework Intel® Optimization for caffe
version:a3d5b022fe026e9092fc7abc7654b1162ab9940d Topology::resnet_50_v1 BIOS:SE5C620.86B.00.01.0013.030920180427 MKLDNN: version:464c268e544bae26f9b85a2acb9122c766a4c396 instances: 2 instances : 
https://software.intel.com/en-us/articles/boosting-deep-learning-training-inference-performance-on-xeon-and-xeon-phi) NoDatasocket:2 (Results on Intel® Xeon® Scalable Processor were measured running multiple instances 
of the framework. Methodology described hereLayer. Datatype: INT8 Batchsize=64 Measured: 1233.39 imgs/sec vs Tested by Intel as of July 11th 2017:2S Intel® Xeon® Platinum 8180 CPU @ 2.50GHz (28 cores), HT disabled, 
turbo disabled, scaling governor set to “performance” via intel_pstate driver, 384GB DDR4-2666 ECC RAM. CentOS Linux release 7.3.1611 (Core), Linux kernel 3.10.0-514.10.2.el7.x86_64. SSD: Intel® SSD DC S3700 Series 
(800GB, 2.5in SATA 6Gb/s, 25nm, MLC).Performance measured with: Environment variables: KMP_AFFINITY='granularity=fine, compact‘, OMP_NUM_THREADS=56, CPU Freq set with cpupower frequency-set -d 2.5G -u 3.8G -g 
performance. Caffe: (http://github.com/intel/caffe/), revision f96b759f71b2281835f690af267158b82b150b5c. Inference measured with “caffe time --forward_only” command, training measured with “caffe time” command. For 
“ConvNet” topologies, dummy dataset was used. For other topologies, data was stored on local storage and cached in memory before training. Topology specs from 
https://github.com/intel/caffe/tree/master/models/intel_optimized_models (ResNet-50). Intel C++ compiler ver. 17.0.2 20170213, Intel MKL small libraries version 2018.0.20170425. Caffe run with “numactl -l“. 

11X inference thoughput improvement with CascadeLake:

Future Intel Xeon Scalable processor (codename Cascade Lake) results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any 
differences in your system hardware, software or configuration may affect your actual performance vs Tested by Intel as of July 11th 2017: 2S Intel® Xeon® Platinum 8180 CPU @ 2.50GHz (28 cores), HT disabled, turbo disabled, 
scaling governor set to “performance” via intel_pstate driver, 384GB DDR4-2666 ECC RAM. CentOS Linux release 7.3.1611 (Core), Linux kernel 3.10.0-514.10.2.el7.x86_64. SSD: Intel® SSD DC S3700 Series (800GB, 2.5in SATA 
6Gb/s, 25nm, MLC).Performance measured with: Environment variables: KMP_AFFINITY='granularity=fine, compact‘, OMP_NUM_THREADS=56, CPU Freq set with cpupower frequency-set -d 2.5G -u 3.8G -g performance. Caffe: 
(http://github.com/intel/caffe/), revision f96b759f71b2281835f690af267158b82b150b5c. Inference measured with “caffe time --forward_only” command, training measured with “caffe time” command. For “ConvNet” 
topologies, dummy dataset was used. For other topologies, data was stored on local storage and cached in memory before training. Topology specs from 
https://github.com/intel/caffe/tree/master/models/intel_optimized_models (ResNet-50),. Intel C++ compiler ver. 17.0.2 20170213, Intel MKL small libraries version 2018.0.20170425. Caffe run with “numactl -l“. 

AI Performance Configuration Details

http://github.com/intel/caffe/
https://github.com/intel/caffe/tree/master/models/intel_optimized_models
https://github.com/soumith/convnet-benchmarks/tree/master/caffe/imagenet_winners
http://github.com/intel/caffe/
https://github.com/intel/caffe/tree/master/models/intel_optimized_models
https://github.com/soumith/convnet-benchmarks/tree/master/caffe/imagenet_winners
https://software.intel.com/en-us/articles/boosting-deep-learning-training-inference-performance-on-xeon-and-xeon-phi
http://github.com/intel/caffe/
https://github.com/intel/caffe/tree/master/models/intel_optimized_models
http://github.com/intel/caffe/
https://github.com/intel/caffe/tree/master/models/intel_optimized_models

