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COMPUTE AND THE BRAIN

DEEP
SPIKING FIRST LEARNING
OPERANT NEURON NEUROSCIENCE PREVALENCE
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BEST TOOLS TO BUILD TOWARDS

~THE BEST POSSIBLE FUTURE
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ENABLE DEVELOPERS TO ACRIEVE THEIR Al VISION
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JASON KNIGHT

HEAD OF SOFTWARE PRODUCTS
INTELAI




OPEN SOURCE

INTEL” MATH KERNEL LIBRARY
FOR DEEP NEURAL NETWORKS (INTEL" MKL-DNN])

HELPS REALIZE THE INCREDIBLE BENEFITS OF DIRECT OPTIMIZATION

MATRIX MULTIPLICATION
BATCH NORM POOLING

NORMALIZATION

ACTVATON convorurion

@ Intel/mkl-dnn




OPTIMIZING TENSORFLOW

10 SUPERCHARGE Al WORKLOADS
RAJAT MONGA

TENSORFLOW ENGINEERING DIRECTOR
GOOGLE

Other names and brands may be claimed as the property of others



NGRAPH™

OPEN SOURCE COMPILER ENABLING FLEXIBILITY
TO RUN MODELS ACROSS A VARIETY OF
FRAMEWORKS AND HARDWARE

@ NervanaSystems/ngraph
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" BIGDL: DISTRIBUTED DEEP LEARNING

e ENABLING DEEP LEARNING TO TAKE ADVANTAGE
Bt OF SCALABLE SPARK AND HADOOP CLUSTERS
Il @ intel-analytics/BigDL
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USING DATA SCIENCE TO

a2 & A “ 8 ;’: A
407 AN | " i3
1y -\1 AN : .‘ o / ‘f 3 \
W\ S
RA k2

— = UCSF DIRECTOR OF DATA SCIENCE AND —

TRAUMA SURGEON
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VIDEQ IS THE ULTIMATE 0T SENSOR

 MANUFACTURI

| AUTONOMOUS VEHICLES RESPONSIVERETAIL
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ANNOUNGING: OpenVINO™ SOFTWARE TOOLKIT

VISUAL INFERENCING AND NEURAL NETWORK OPTIMIZATION

Graph™ @xnet $=5) ) WRITE ONCE-+ SCALE TO DIVERSE ACCELERATORS
(@~ ROAD FRAMEWORK SUPPORT

DEPLOY COMPUTER
VISION AND DEEP

LEARNING CAPABILITIES @ HIGH PERFORMANCE, HIGH EFFICIENCY FOR THE EDGE

TO THE EDGE

Other names and brands may be claimed as the property of others
VPU = Vision Processing Unit (Movidius)
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Services Relative Capacity  Compute Memory

News Feed 100X Dual-Socket CPU High

a .
» 3
: (R)
Facer 10X Single-Socket CPU  Low

R Lumos 10X Single-Socket CPU  Low
' ' Search 10X Dual-Socket CPU High
Language Translation IX Dual-Socket CPU High
Sigma 1X Dual-5ocket CPU High
‘ Speech Recognition 1X Dual-Socket CPU High
HEAD OF Al INFRASTRUGTURE FOUNDATIUN
FACEBUOK = ' RESOURCE REQUIREMENTS OF ONLINE INFERENCE WORKLOADS.
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ASCIENTIFIC COLLABORATION BETWEEN
INTELAND NOVARTIS

KUSHAL DATTA, PHD /-

RESEARCH SCIENTIST <+ <<
NELAL
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Other names and brands may be claimed as the property of others
Software and workloads used in performance tests may have been optimized for performance only on Intel® microprocessors.
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Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other
information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit www.intel.com/benchmarks.



http://www.intel.com/benchmarks

¢6K LARGER

MAGENET

1024X1280X 3 e

Other names and brands may be claimed as the property of others
Software and workloads used in performance tests may have been optimized for performance only on Intel® microprocessors.
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Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other
information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit www.intel.com/benchmarks.



http://www.intel.com/benchmarks

26X LARGER MULTIPLE OBJECTS
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Software and workloads used in performance tests may have been optimized for performance only on Intel® microprocessors.

Other names and brands may be claimed as the property of others
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Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other
information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more complete information visit www.intel.com/benchmarks.
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HIGH PERFORMANCE AT SCALE

SCALING OF TIMETO TRAIN TOTAL MEMORY USED

Intel® Omni-Path Architecture, Horovod and TensorFlow® 192GB DDR4 PER INTEL® 2S XEON® 6148 PROCESSOR

S

1 Node 2 Nodes 4 Nodes 8 Nodes 1 Node 2 Nodes 4 Nodes 8 Nodes "~ -

MULTISCALE CONVOLUTION NEURAL NETWORK OPTIMIZED LIBRARIES INTEL” OMNI-PATH ARBHI-T-EI:TURE"\ )

‘P Intel® MKL/MKL-DNN, =
TensorFlow cIDNN, DAAL

914.4GB

29].26B

04308 128.6GB

Speedup compared to baseline 1.0
measured in time to train in 1 nodes

Other names and brands may be claimed as the property of others

§ Configuration: CPU: Xeon 6148 @ 2.4GHz, Hyper-threading: Enabled. NIC: Intel® Omni-Path Host Fabric Interface, TensorFlow: v1.7.0, Horovod: 0.12.1, OpenMPI: 3.0.0. OS: CentOS 7.3, OpenMPU 23.0.0, Python 2.7.5
Time to Train to converge to 99% accuracy in model

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer INTEL Al DEVCON 2018
systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your

contemplated purchases, including the performance of that product when combined with other products. For more complete information visit http://www.intel.com/performance.
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ZIN/\

MAGHINE LEARNING

IMAGE RENDERING

JAMES JACOBS
GEO OF ZIVA

Ee 7 : INTEL A DEVON 2018

Other names and brands may be claimed as the property of others -



THE POWER OF ZIVA SIMULATION AND GOMPUTE IN TODAY'S MEDIA & ENTERTAINMENT

ZIVAVEX BONES)
Authoring Tools MUSCLES FASCIA FAT AND SKIN
. ZIVA CHARACTERS SIMULATED IN PASSES
Shipped as a
Maya Plugin

DISTRIBUTED TO SERVER FARM FOR SHOT RENDERS

INTEL = Bl
INTEL MKL PARADISO INTELBLAS | INTELLAPACK !-
ZIVA FEM PHYSICS SOLVER

NATIVE NODE GRAPH Ul
WITH ROBUST API

REAL-TIME TRAINING

EMBEDDED PLAYERSIN
ANY SOFTWARE

CHARACTER TRANSFER |
AUTOMATION

VOLUMETRIC CAPTURE

AUGMENTATION

(intelw) Nervana

Al &M.L

TECHNOLOGIES

DISTRIBUTED GRAPHS

DISTRIBUTED
FUNCTIONALITY
AND EMBEDDED PLAYERS

ENGINES

D weio

UNFIEAL

NNNNN

AUTODESK" MAYA'

ZIVA INTEGRATION FRAMEWORK

Other names and brands may be claimed as the property of others

CLOUD SERVICES
mm Microsoft aWws ®
WM Azure N >
LR
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FLEXIBLE REAL-TIME INFERENCING

FPGA PRODUCTS
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500K

FPGA

STOP

506.9
Images/Seconds

owwe
. Igi .
[ ]
==
I

308,500 images processed

10

5000

Images/Seconds

=2 GPU

45,546 images processed
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FLEXIBLE REAL-TIME INFERENCING

FPGA PRODUCTS
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Movidius
MAZ48S
Myriad X

(intelﬁ) Movidius

< re,
INTEL AI DEVCON 2018



ntel®) Movidius”

*Deploy DNN and Computer Vision at the Edge
ive FP16 and Fixed Point 8 bit support
> with 1 TOPS of DNN Compute at TW

yyyyy
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Movidius”

oAl CENERATED MUSIC




) Movidius”

‘ I GENEILATED MUSIC

REVIN DOUGETTE
RATE RALLOT




@ Nervana’
" NEURALNETWORK PROCESSORS
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(intel®) Nervana”

GOALS - HIGH UTILIZATION
& MODEL PARALLELISM
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TOPs

B Theoretical intel“” Nervana”

GOALS - HIGH UTILIZATION
& MODEL PARALLELISM

1 » Chip X Lake Crest

-

Software and workloads used in pérférrﬁance tests may-have been optimized for pgrformance only on Intel m.iCroprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those fa y cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your

contemplated purchases, including the performance of that product when combin ith other products. For more complete information visit http://www.intel.com/performance INTEL Al DEVCON 201
Chip X GEMM based on DeepBench training data for A(5124, 9124), B(9124, rix size GEMM operations performing DeepSpeech using FP16+ mixed precision at 27.43 TOPs. CON2018
Source: Lake Crest, Based on Intel measurements on limited distribution SDV, General Matrix-Matrix Multiplication; A(1536, 2048), B(2048, 1536).


http://www.intel.com/performance
https://github.com/baidu-research/DeepBench/blob/master/results/train/DeepBench_NV_V100.xlsx

intel/ Nervana'

HIGH UTILIZATION & MODEL PARALLELISM

B Theoretical

: GEMM OPERATION MULTI-CHIP MULTI-CHIP
m Reality UTILIZATION® SCALING?2 COMMUNICATIONS?

964% 96.2% 2.4Tsfs

A(1536, 2048) A(6144,2048) OFF CHIP BANDWIDTH
B(2048, 1536) B(2048, 1536) <790ns LATENCY
0

| POWER <210W

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your
contemplated purchases,including the performance of that product when combine‘:l with other products. For more complete information visit http://www.intel.com/performance

Chip X GEMM based on DeepBench training data for A(5324,.9124), B(9124,2560) matrix size GEMM operations performing DeepSpeech using FP16+ mixed precision at 27.43 TOPs.

Source: Lake Crest: Based on Intel measurements on limited distribution SDV j

1 General Matrix-Matrix Multiplication; §(1 536, 2048), B(2048, 1536)
2 Two chip vs. single chip GEMM performance; A(6144, 2048), B(2048, 1536) «
3 Full Chip MRB-CHIP MRB data movement using send/recv, Tensor size = (1, 32), average across 50K iterations

INTEL Al DEVCON 2018


http://www.intel.com/performance
https://github.com/baidu-research/DeepBench/blob/master/results/train/DeepBench_NV_V100.xlsx

TOPs

B Theoretical

intel/ Nervana

LATEST PROCESS NODE AND
INCREASED COMPUTE DENSITY

M Reality

° Ch'U) X Lake Crest Spring Crest (Estimate)

Software and workloads used in performance tests may have been optimized for performance only on Intel micréproi:essors. Performance tests, such as SYSmark and MobileMark, are measured using specific computer
systems, components, software, operations and functions..Any change to any of thdse factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your

contemplated purchases, including the performance of that product when thr—products. For more complete information visit http://www.intel.com/performance

Chip X GEMM based on DeepBench training data for A(5124, 9124), B(9124,2560) ix size GEMM operations performing DeepSpeech using FP16+ mixed precision at 27.43 TOPs.
Source: Lake Crest - Based on Intel measurements on limited distribution SDV.
Source: Spring Crest - Intel measurements on simulated product

INTEL Al DEVCON 2018


http://www.intel.com/performance
https://github.com/baidu-research/DeepBench/blob/master/results/train/DeepBench_NV_V100.xlsx

FIRST COMMERCIAL NNP

INTEL” NERVANA™
 [WECNSMAS —  SPRING CREST

n 2019 PURPOSE BUILT DESIGN OPTIMIZED ACROSS
. z MEMORY BANDWIDTH, UTILIZATION, AND POWER
3-4x training performance -

of first generation
Lake Crest product
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THOMASSIEBEL .
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AMAZON Al AND
MACHINE LEARNING

BRATIN SAHA

VICE PRESIDENT AND GENERAL MANAGER,

MACHINE LEARNING PLATFORMS
AMAZON Al - AMAZON

Other names and brands may be claimed as the property of others



Machine Learning at Amazon: a long heritage

(o

F@T .

»

Personalized Fulfillment automation
recommendations / inventory management

Other names and brands may be-claimed as the property of others

amazon

~~—1PrimeAir

Cargo

amazon
~—

Voice driven
interactions

amazon go

Inventing entirely new
customer experiences

> )
INTEL Al DEVCON 2018



—

Pre-built notebooks Built-in, high
for common performance
problems algorithms

Amazon SageMaker

TRAIN

{0
{© %@

One-click Hyperparameter
training optimization

1)

n DEPLOY

4/ %

One-click
deployment

&y

Fully managed
hosting with auto-
scaling

Pi;§4 <
2
> ;45‘ s
s\
<> '0}
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AWS Machine Learning Stack

= &
APPLICATION SERVICES
LEX

REKOGNITION REKOGNITION POLLY TRANSCRIBE TRANSLATE COMPREHEND
VIDEO
PLATFORM ‘%)) AMAZON
e _~ SAGEMAKER
SERVICES
++ Il Microsaft Ny ‘
ERAM S O cCaffe2 (CNTK m PYTHRCH P Flow | torch K Keras &/
GLUON

INTERFACES Frameworks Interfaces

D
INFRASTRUCTURE

EC2 GPUs EC2 CPUs loT Edge

AWS
DEEPLENS

AR
>
RS
»>

<>
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= - - Sponsor

Fj FERRAR]

of SAN DlEgo

INTEL Al DEVCON 2018
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FerrariLhallenge

North American Series Trofeo IIR ELLI
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OPEN SOURCE LIBRARIES

e L < Nﬁl\’v%kllé
ARCHTTECT COACH dL

@ NervanaSystems/nlp-architect @ NervanaSystems/coach @ NervanaSystems/distiller

43
4}{: >
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~MLPerf

1 A1 Qs =

GOAL IS TO SELECT ASET OF ML PROBLEMS, EACH
DEFINED BY A DATASET AND QUALITY TARGET, THEN

MEASURE THE WALL CLOCK TIME TO TRAIN A MODEL
FOR EACH PROBLEM.

b
o o e e e

' ,a’;:: For more information, see: https://mlperf.org/

><Q4

<> S
> >
4‘»:{}

: < re,
‘ A5 RS I | } INTEL Al DEVCON 2018
Other names and brands may be s the property of others AEEL RN i " I » &



OFFICIAL ARTIFICIAL INTELLIGENCE
PLATFORM PARTNER

E-E ~=SEE YOUR CONCEPTS BECOME

LREALITY IN TOKYO 2020

AICHALLENGE.INTEL.COM

INTEL Al DEVCON 2018

*ldea implementation at the Olympic Games subject to approval



HELPING MAKE YOUR

AIVISION A REALITY




RISK FAGTORS

Today’s presentation contains forward-looking statements. All
statements made that are not historical facts are subject to a number of
risks and uncertainties, and actual results may differ materially. Please
refer to our most recent earnings release, Form 10-Q and 10-K filing
available on our website for more information on the risk factors that
could cause actual results to differ.

< re)
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DISCLAIMERS

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark
and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause
the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the
performance of that product when combined with other products. For more information go to www.intel.com/benchmarks.

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel
microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability,
functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this productare
intended for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the
applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice Revision #20110804
Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies
depending on system configuration. No computer system can be absolutely secure. Check with your system manufacturer or retailer or learn more at [intel.com].

Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any
differences in your system hardware, software or configuration may affect your actual performance.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm
whether referenced data are accurate.

Intel, the Intel logo, Xeon, Intel Nervana and Intel Movidius are trademarks of Intel Corporation or its subsidiaries in the U.S. and/or other countries.
*Other names and brands may be claimed as the property of others.

© Intel Corporation.
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